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1.0 OBJECTIVES

In this chapter a student has to learn the

1 Concept of adjoint of a matrix
i Inverse of a matrix
1 Rank of a matrix and methods finding these.

1.1 INTRODUCTION

At higher secondary level, we have studied the definition of a matrix,
operations on the matrices, types of matrices inverse of a matrix etc.

In this chapter, we are studying adjoint method of finding the inverse of a
square matrix and also the rank ohatrix.

1.2 DEFINITIONS

1) Definitions:- A system ofm® n numbers arranged in the form of
an ordered set of m horizontal lines called rows & n vertical lines called
columns is called am® n matrix.

The matrix oforder m® n is written as



éia:l.l a, & & 9,9
Say & a; & 3,
Gt e N
€

Note:

) Matrices are generally denoted by capital letters.
i) The elements are generally denoted by corresponding small letters.

Types of Matrices:
1) Rectangular matrix :-
Any mxn Matrix wherem, nis called rectangular matrix.

Fore.g

2) Column Matrix :

It is amatrix in which there is only one column.

X

1
B AP
:ﬁ:/ (e el ]

3) Row Matrix :

It is a matrix in which there is only one row.

X =[5 7 qPB

4) Square Matrix :

It is a matrix in which number of ves equals the number of
columns.

i.eitsorderis n x n.



e.g.
2 3
& 65

5) Diagonal Matrix:

It is a squarenatrix in which all nordiagonal elements are zero.
e.g.

A=

BOSR;
o B O
o O O

%/ (e e ]

6) Scalar Matrix:

It is a square diagonal matrix in which all diagonal elements are equal.

e.g.

>

I
B oS G
o 01 o
o © o

:gsf [ el S

7) Unit Matrix:

It is a scalar matrix with diagonal elements as unity.

e.g.

>

1
B P
o B O
- O O

:gsf [ el S

8) Upper Triangular Matrix:

It is a squarenatrix in which all theelements below the principle diagonal
are zero.



e.g.
el 3 0g
_é€ 0

A_go 01,
0 0 5p

9) Lower Triangular Matrix:

It is a squarematrix in which all theelements above the principle
diagonal are zero.

e.g.
e0 0 Og
_é u
A= é3 4 Ou
g1 3 23@]3

10) Transpose of Matrix:

It is a matrix obtained by interchanging rows into columns or columns into
rows.

gl 3 5
A= & g
8794
g 30
A" =Transpose ofA %3 73
& 94

11) Symmetric Matrix:

If for a square matrix AA = A" then A is symmetric

>
11
B P
M oW
© = o

12) Skew Symmeric Matrix :

If for a square matrix AA = AT then it is skewsymmetric matrix.



&0 5 7
_é
A=S5 0
&7 30

Note : For a skew Symmetric matrix, diagonal elements are zero.
Determinant of a Matrix:

Let A be a square matrix then

| A| = determinant of A i.e det A=|

If (i) then |A| , Omatrix A is called as nesingular and
If (i) then |A=0,matrix A is singular.

Note : for nonsingular matrix Al exists.
a) Minor of an element :

Consider a square matrix A of order n
Let

A= g

Thematrix is also can be written as

@au a, &3 - - - &,

Do B B - - - B,
A= é - - - - -

é

F;'- - - - - -

@m G, Q3 - - i

Minor of an elementa; is a determinant of order (nd) by deleting the
elements of the matrix A, which are in 6th row and 5th column of A.

E.g. Consider
é;an a, Qg
A=, 3, a,
@31 a32 a33

M ;; = Minor of an element g



2e8

29 le2 1

M.. = ~ M., = 4 , =
11 84 63 12 086 Iﬁm 0
eb 2
& 06 " 0

S & o &

(b) Cofactor of an element :

If A = @J is a square matrix of order n arg denotes cofactor of the
elementa; .

C, =(-2" .M Where M, is minor ofa, .

& b ¢
fA=g B ¢
&' b c
b, c
A, =The cofactor ofA, =(-1)** |2
b3 C3
B, =The cofactor ofb, =(-1)"* % &
a G
C, =The cofactor ofb, =(-1)** % b
a, b




E.g. Consider,

- (9L 3 =¥ (o)
= (29 =( R E)
- (0 (2] =( R E)

=5 = 3

(C) Cofactor Matrix : -

A matrix C =gC, gwhereC; denotes cofactor of the elemea)t
Of a matrix A of order nxn, is called a cofactor matrix.

In above matrix A, cofactor matrix is

&5 3 -6
C=gl0 -6 9
g3 4 2
eA* B' C'
\ C=gA* B C
8A3 BS C3

_ . el 2 .. e4 -3
Similarly for a matrix, A =é% 9 the cofactor matrix is cz L
e

(d) Adjoint of Matrix : -

If A is any square matrix then transpose of its cofactor matrix is called
Adjoint of A.



Thus in the notations used,

Adjoint of A=C"

eA' B' C
V AdjA=gR B C
ex’ B C°

Adjoint of a matrix A is denoted as Adj.A

Thus if,
el 3 4 e5 -10 3
A= 2 1 thanAdiA=g3 -6 -1
8 7 6 &6 9 2
Note :
3 b ad  -b
it A=g . g than Adj.A=g
& d g &C a

(d) Inverse of a squareMatrix: -

Two nonsingular squarematrices of order n A and B are said to be
inverse of each other if,

AB=BA=I, where | is an identity matrix of order n.
Inverse of A is denoted asand read as A inverse.

Thus
AA1=A 1A=

Inverse of a matrix can also be calculated by the Formula.

Atz 1 Adj.A where|A| denotes determinant of A.

A

Note:- From this relation it is clear thaA™ exist if and only if|A
A is non singular matrix.

,01ie

1.3 ILLUSTRATIVE EXA MPLES
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Example 1: Find the inverse of the matrix by finding its adjoint

2 1 3
A:gs 1 2
a 2 3

Solution: We have,

A=2(3-4 1(9 3 6 )
= 2 F# 15

=6

A0

Al exists

Transpose of matrix A=A

&2 3 1
\ A1=gl 1
8 2 3

CF.(2= 4 CF(3 =3 CF()}l =
\ CF()=7 CF() =3 CF(p =
CF.(3)=5 CF(2 =3 CF(3} =
&1 3 -1
\ adj (A=g7 3
€5 -3 -1
&1 3 -1
\ AT=T adid) =2 7 3
A 65 3 1
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Solution: Consider

Co factor of the elements of A are as follows

cu= (- j - 1
C, = (- 1)1*2; j =€
C, = (-9 ; j = &
Ca= (-9} j 4
Ch=(-9" 2 j = 6
Cp = (- )™ 2 jl =
031:(-1)3”; j = ]
Cp, =(-197° 2 j =2
Co= (-3 j =3
Thus,
&1 8 5
Cofactor of matri>C:gl -6 3
&1 2 1

And Adjoint of A= C
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&1 1 g . 21 1
=¢8 -6 2 YA' =2 & 6- 2
> u 2 €

&5 3 1y 2 3 1

Note:- A Rectangular matrix does not process inverse.

Properties of Inverse of Matrix:-

) The inverse of a matrix is unique i.e

i) The inverse of the transpose of a matrixhis transposef inverse
ie. (AN *T=(A YT

iii) If A & B are two nonmsingular matrices of the same order
(AB)'=B"'A*

This property is called reversal law.
Definition: -Orthogonal matrix.: -

If a square matrix it satisfies the relatidd " =1 then the matrix A
is called an orthogonal matrix. &

AT :A—l
Example 3:
eCogd 0 ¢, :
show thatA=g _. is orthogonal matrix.
gSid Co ¢
Solution:

To show that A is orthogonal i.e To show ti#ea™ =|

: @Cosq Sing
8— Sing Cosg
;+_eCoxyy Sing
A = €sing
going Losqg

;_€eCosxy Sing gG®s g- Sin
A= € sing cosgldn g C
& Sing CosgySin g Cos
Cosg+ Sirf g -Cos &in @Sin Cgs

e
- g-Sinqusq+Cos &in g Sth +C4és ¢
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e 0g,
1

\ Ais an orthogonal matrix.

Check Your Progress:

Q. 1) Find theinverse of the following matrices using Adjoint method, if
they exist.

_ ‘1 ZJ . ‘2 311 ... |cosg - sinﬁf
)] , i) , iy | . )
2 - 4 - sing cos

1 3 - cosg - sing 1 -2
iv)[-3 0 4§, V) [sing cos g viy|2 3 -
2 50 0 0 1 -3 1
1 1
vi) |1 2 -
2 -1
cosg - Sincf 1 - tan% 1 tang
QI3 If A= . , B = ,C= '
sing. cos tan? 1 _tand 1
2
prove that A= B.C
&4 3 3
Q.4If A= gl 0O 1 ,provethat Adj. A=A
g4 4 3
el 2 1
Q.5If A= 1 1,verifyif (Adj.A)'= (Adj.AY
gL 1 2
el 2 -1
Q.6) Find the inverse of A = 20 1 -1, hence find inverse of
g 2 3
e 6 -3
A= 3 -3
g 6 9
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1.4RANK OF A MATRIX

a) Minor of a matrix

Let A be any given matrix of order mxn. The determinant of any
submatrix of a square order is called minor of the matrix A.

We observe that, i f 6r®6 denotes
order mxn therL¢ r dmif m<n and1¢ r dif n<m.

e.g. Let
el 3 -1 4

A:g4 0o 1 7
8 5 4 -3

The determinants

el 3 -1g3e-1 4 4 & 4
é u Hé U, €
@40 15081 7,43 7,
8 5 44564 -3 B & -3
s e 4o Tinlolp
4 !5 ) O ) b )
Are some examples of minors of A.
b) Definition T Rank of a matrix:
A number o6ré is <called rank of
almost one minor of the matrix which is of order r whose value iszeom
and all the minors of order greater
e.g.(i) Let
el 0 2
_é
A—é2 4 1

8 5 7

t

a

he o

mat

t han
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Consider a. Let

1 0
Alz‘ j:4,A2:‘ j:Setc.
2 4
1 0 29
A= 4 135123 +1 3 19
B 574
\ Rank of A=3
e 1 2
i) A=gl 2 3
O -1 41
Here,
e 1 20
A=gl 2 3351)-13 % )-
€0 -1 1y
A= Y10
2_1 - 5

Thus minor of order 3 is zero and atleasé minor of order 2 is nerero
\ Rank of A =2.

Some results:
(1 Rank of null matrix is always zero.
()] Rank of any nofzero matrix is always greater than or equal to 1.

(i) If Ais any mxnnon-zero matrix then Rank of A is always equal to
rank of A.

(iv)  Rank of transpose of matrix A is always equal to rank of A.

(V) Rank of product of two matrices cannot exceed the rank of both of
the matrices.

(vii  Rank of a matrix remains unleasted bglementary
transformations.

Elementary Transformations:

Following changes made in the elements of any matrix are called
elementary transactions.

() Interchanging any two rows (or columns) .

(i) Multiplying all the elements of any row (or columny & nonrzero
real number.
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(i) Adding nonzero scalar multitudes of all the elements of any row

(or columns) into the corresponding elements of any another row (or
column).

Definition: - Equivalent Matrix:

Two matrices A & B are said to be equivalehtone can be
obtained from the other by a sequence of elementary transformations. Two
equivalent matrices have the same order & the same rank. It can be
denoted by
[it can be read as A equivalent to B]

Example 4Determine the rank of the matrix.

(?1 2 3
A:gl 4 2
£ 6 5
Solution:
é,l 2 3
Given A:gl 4 2
&2 6 5
RY R-R &RY R -2
@1 2 3
go 2 -1
g 2 -1
Here two column are Identical . henc¥ 8rder minor of A vanished
s 3
Hence 2 order minor ; 1 g 1
-1

\ e(A) =2

Hence the rank of the given matrix is 2.

1.5CANONICAL FORM OR NO RMAL FORM
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, . e, o
If a matrix A of order mxn is reduced to the for@r using a
e0 O

sequence of elementary transformations then it called canonical or normal
form. Il r denotes identity matrix of order

Note:-

If any given matrix of order mxpnan be reduced to the canonical
form which includes an identity matrix o

A

rank or 0.
e.g. (1) Consider

Example 5Determine rank of the matrix. A if

§2 1 -3 6
A:gs 3 1 2
gL 1 1 2
Solution:
(‘g2 1 -3 6
A:gs 3 1 2
gL 1 1 2
R 2 R,
el 1 1 2
é
~é3 -3 1 2
£ 1-36
R,- 3R, R -2R

el 1 1 2
~23 -6 2 4
O -1 5 10

R,- 7R,
81 1 1 2
~% 1 33 66

e
O -1 5 10
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Rl'Rz’Rs"'Rz
el 0 -32 -64
~go 1 33 66
€ 0 28 -56
1

28
el 0 -32 -64
~go 1 33 66
OO0 1 -2
R,+ 32R, R - 33F
el 0 0 0
~20100
€ 0 10

~[l; o]

\ Rank of A=3

R,3

Example 6Determine the rank of matrix
el 2 7

A= 4 7
g8 6 10

Solution:
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O 1 O o «+ O

o O O

NoOoOo Jooo (g odo

N

DD ', BFodD
! @) !

]
o

O

oD
N

o

N
el

{

=2

\ Rank of A

Example 7: Determine the rank of matrix A if

Solution:

o

@

o

< <N~
BN =N
R

9_1_300‘_u
' N N
o ©

DA T T o B
o < o

0 BB N
I ' Do B D

< Y

0]

0

1
N

x
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Y235
../__nn_vgw__
T A< oo
@R Bad

*R,, R- 4R, R - 9R

1

R

-8 7
-6 3
33 22

0 66 44

0
1
0
- 2R,

D o B D
!

<

o

7
3

-8
-6
33 22
0

o
-

1001_H__0100

0 B D
~

™
o

o

D o B SD
l

@)

O

Do B D m.“l Do B D
~ !

(5G + 3G +2G)

<

C

o O O o
o O +H O

O 1 O O

Do B D
!
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_ds 0
€0 0
\ Rank of A=3

Check Your Progress-

Reduce the following to normdbrm and hence find the ranks of the
matrices.

2 3 -3 4
i) e 23 iy |4 3 i) |5 -5
1 2
g; 12 3 1 -
1 2 3 1 2 1 (
> 4 3 2 1 -3 - 3 2 1 7
iv) v) |3 -3 1 vi) 2 -1 2 §
3 21
1 1 1 5 6 3 72
6 8 7
1 3 -1
2 6 -2 6 1 3 4 5 6
-3 3 3 3 4 5 6 7
Vii) 1 -2 4 3 vii) |5 6 7 8
2 0 4 6 1 10 11 12 13 1
1 0 2 3 15 16 17 18 1
1.6 NORMAL FORM PAQ
| f A is any mxn matrix oO0r6é then there e:
such that,
e, 0g
5 5 PAQ
& 0y

We observe that, the matrix A can be expressed as
A=Imln éééé(i)

Where Im In are the identity matrices of order m and n respectively.
Applying the elementary transformations on this equation. A in L.H.S.
can be reduced to normal form. The equation can be transformal into the
equations.

ad 0 g
A SPAQé ééé (ii)
& 09
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Note that, the row operations can be performed simultaneously on L.H.S.
and prefactor (i.e. Im in equation (i)) and column operations can be
performed simultaneously on L.H.S. and post factor in R.H.S. i.e. [(In in

eqn (i)]

Examples 8Find the norsingular matrices P and Q such that PAQ is in
normal and hence find the rank of A.

2 -1 3
) A=g 4 4
£ 5 -4

Solution: Consider

A= I13Al 3
& -1 3 g 180 0 g1 @O

i A& u 4
23 4-1U—OeloAUOiEO
g 5 -4 080 1 {oO @1
Rla RS

el 5 -4g 0e0 1 ;alQ;O
234-1‘10610A“ Jgo
& -1 3y 160 0 0 @1
C,- 5C, C +4G

& 0 0 g 080 1 gl -4
5 U A8 0 5
gs-n -11U_oé10ADogo
£ -11 -11y 160 0 po @ 1
Rz'Rs
el O 0 g 6201 gl1-& 4
> 2% 2 >
glo oﬁ-gloAuogo
£ -11 11y B 00 jyo @ 1
R,- R, R -2R
e 0 Oz ®0 1 gl ®-4
u
goo U_-gl-lAuofgo
O -11 11y -2 o0 @ 1

C3 + CZ



& 0 0g 0 1 g1-& -1
u u
© 0 og-f1 -1A50 F 1
O -11 0f B0 -2 o @ 1
1
R, ,
P11
¢100ggo 0 12 125 -1
0 0o0Fe-1 1 -1U0A g1 1
7 e u
1 0y % - S 080 1
& gk o0 Z.p 08
R, R,
&l 0 0g€0 0 1 g 14.5 1
s ue u é
20101\7@110%1@0@1 1
€0 00fgg.1 1 14 060 1
Thus
&0 0 1 g
_ € u -1
P‘gllo%ltpw‘_l
&-1 1 4 g
gl -5 d1g
_ @ 0 _
Q= g0 1 1, D|QR-=
0 0 14y

P and Q are nesmingular matrices
Also Rank of A= 2

e 1 -3 6
3 1 2
1 1 2

i)  A=g
gl

Solutions:

Consider

o
BOP

0
1
0

= O O
m»%:»a

B HRPR

o O +— O
O +»r O O
L O O O



O O o d O 0O O - Y 0 4q o o g o O +H O
© 4 o
O O +d O O O +H O —
“ « o o T+ oo . < oo
© +4 o o © +4 o o 4 o0 o

IV
™ N - O
o o o 4 o o - O O _
o - o o - o - o N
o — o o +H O O woow o « O PO
DD D @D OB OROR ) o o OROROR ) S v —
— O O ©c @ < o © 5 S o o — o o
@ 00 @
I asss O 8505 855 Q9555 _
035 o - o o o o N
< < < © ==K
© o~ - o < N O - o -
T NN h_bl_ 1 o o O O
R AN g o O oaw 5@ o QW
™ - - ™
o o o
= T = ¢ Cloa_u1__30a_u1__6001__nn/_w001__
@ 1 1 1 1
— N N N NI
ddvd o DD O DD o DD o DD O DFoD

Cs- G,
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o o N 4

1
1
<+ Y 4 o

-

-1 O O

0 o B SD

Q \UA\W ‘S3S
0

1
7
2

/I

l_%
A

[N P e Pa > m

3.

Find the nomsingular matrices P and Q such that PAQ is in normal

form andhence find rank of matrix A.

\ P&Q are non singular.
Rank of A
Check Your Progress

Also,
A)

N DD D
N < ©

o M M

DSV W

)



25

21 3 5 7
82 3 4 7 ¢ 246810
. é : -
v g3 4T 95 a5 27 39 51
65 4 6 -5§ @
&6 12 18 24

1.7LET US SUM UP

1 Definition of matrix & its types.
1 UsingAdjoint method to find th&* by
using formulaA* = ﬁ adjA

Rank of the matrix using row & column transformation
Using canonical & normal form to find Rank of matrix.

= =4

1.8 UNIT END EXERCISE

el 2 3

1)  Find the inverse of matrbA=g4 5 6 if exists.
& 8 9
el 1 -1
i) Find Adjoint of Matrix A=g0 2 1

£ -1 1
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¢l 0 2 1
. . o % 101
iii) Find the inverse of A by adjoint method A=¢€
&1 0 1 2
€2 3 1 0
el 2 3
iv)  Find Rank of matrixA=24 5 6
& 8 9
éCogy - Sing 0

V) Prove that the matriA:gSirr] Cosg 0 is orthogonal
g o0 0 1

Also find A%
€0 1 -3 -1
. %0 1 1
Vi) Reduce the matribA=¢€ to the normal formg and
e 1 0 2
& 1 -2 0

find its rank.

vii)  Find the non singular matrix a 1. suchthaj  /is the normal

el 1 1
form when A= SL -1 1
ga 1 1

Also find the rank of matriB

el 1 -1g 2 2 1
_é by _ a€
x_gz -3 4§(Y—6é 12 6

8 -2 34y 5% 10 5

vii)  Under what condition the rank of the matrix will be 3!

o - b

2
2
/

a
BARPR
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el 1 -1g¢g 2 2 1
_ i AV
) If X=g -3 4 &Y =65 12 6
8 -2 3§ 5% 10 5
Then show thatr (xy), £yx)where r denotes Rank.
e8 3 6 1
e
-1 6 4 2
X) Find the rank of matrixA=¢€
67 9 10 3
&5 12 16 4

kkkkk

2

LINEAR ALGEBRIC EQUA TIONS

UNIT STRUCTURE

2.1  Objectives

2.2 Introduction

2.3 Canonical or echelon form of matrix
2.4  Linear Algebraic Equations

2.5 Let Us Sim Up

2.6 Unit End Exercise

2.10BJECTIVES

After going through this chapter you will be able to
- Find the rank of Matrix.

- Find solution for linear equations.

- Type of linear equations.

- Find solution for Homogeneous equations.

- Find solution of nofHomogeneous equations.

2.2INTRODUCTION

In X1 we have solved linear equationby using method of
reduction also by rule. Here we are going to find solution of homogeneous
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and norhomogeneous both with different case. Using matrix we can
discuss consistency of system of equation.

2.3 CACONICAL OR ECHOLON FORM OF MATRIX

Let A be a given matrix. Then the canonical or Echelon form of A is a
matrix in which

) One or more elements in each of firstows are nofzero and
these firstarows form an upper triangular matrix.

(ii)

The elements in the remaining rows are zero.

Note :

1) The number of nouzero rows in Echelon form is the rank of the
matrix.

2) To reduce the matrix to Echelon form only row transformations are
to be applied.
Solved Examples-

Example 1Reduce the matrix to Echelon and find its rank.

e 2 3 -1-1
é
A:é_l 1 -2 4
é3 1 3 -2
é
g6 3 0-7
Solution:
e 2 3 -1-1
é
A:é_l 1 -2 4
€3 1 3-2
é
g 6 0 -7
R% R
el -1 -2 -4
é
A:é2 -1 -1
é3 1 3 -2
é
a6 0 -7
RY R-2R
RY R-3R

RY R-6R
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il
BB O X

<

L L
=< .
P VRS

U - o olx © > 00
v
[EE
\l

\('D/
[ —
1

go
€ 0 335 225
© 0 335 275

@1 -1 2 4
go 5 3 7
&© 0 335 2725
© 0 0 o0
\  Rankof A= ¢ A

= Na of non-zero row
=3

Check Your Progress:
1) Find the rank of the following matrices bgducing to Echelon form.

€ 2 349
i) Azg2 73Ans:2
8 6 10|
61 2 -1 3
€3 4 0 -1
i) A=¢€
&1 0 2 7
€12 3-1
e3 4 1 1g¢g
é 0
°2 4 3 6\
A=¢€ ns:4
) €1 -2 6 41\1"A
€1 -1 2 -3¢
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2.4 LINEAR ALGEBRIC EQUATIONS

i) Consider a set of equations :
axthy+Gz

axtbhy+gz 9

ax+tby gz

The equation can be written in the matrix form as :

@ b ge x o d &
2 booy ¥ g b
e b o 2 @ d 8
A X D
ie. AX=C
Now we join matrices A and D
ea b g :d
[A:D]=ga2 b ¢ : d
€ b G d

It is called as Augmermhatrix

We reduce (A.D.) td&echelon formand thereby find the ranks of A and
(A:D)

1) If r(A), £AD)then the system is inconsistenti.e. it has no solution.

2) If r(AD)= f£A) then the system is consistent and if

(i) r(AD)= £A) :Numberof unknowns then the system is

consistent and has unique solution.

(i) r(AD)= A < Number of unknowns and has infinitely many
solutions.

Non- Homogeneous equation:
System of simultaneous equation in the matrix form is

AX=Dé. . (1)
Premultiplying both sides of | b* we set
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Homogeneous lineaequation:-

Consider the system of simultaneous equations in the matrix form.
AX=D

If all elements of D are zero

e

then the system of equation is known as homogeneous system of
eqguations.

In this case coefficient matrix A andettaugmented matrix [A,O]
are the same. So The rank is same. It follow that the system has solution

X5 %0 %......%, = Owhich is called a trivial solution.

Example2: Solve the following system of equations

2% - 3%, % 6
X +2% -3% 6
ax - X, -2% ©
Solution: The system is written as
AX =0
€ 3 1g x g 0
u ,é u
g 2 35 % g O

& -1 24 x& @ O
Hence the coefficient and augmented matrix are the same
We consider

@2 -3 1 g
_é u
A—él 2 -30

¢ -1 2¢

& -3 1 g
_é u

¢ -1 2¢

RY R* R
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]

2 -3
3 1 ¢
-1 2
RY R2R&RY R-4 ¢
&l 2 -3
0 7 7
-9 10
R 1/
2 -3
1 4
-9 -0
R+9R &
0 -1 2
1 13
0 -19 §

R*-Y
0 -1g

N
1 4y
0 1 g

R+R& RY Rt E

0
RGP

[y e et

I
[ e el

vy
< BEP

Py I
L BoS R
Sy S oow
<
=9
N
NT1

I
< B PP

P

< BORPE

P
o
o
S

I
B o
o B
~ O
|« o ey enig

Hence Rank of Ais 3

\ ((A) =3,
The coefficient matrix is nesingular

Therefore there exist a triviablution

=% % 6

Example 35ve the following system of equations

X +3x, -2% 6
2% - % #x 6
X -11x, 44x, €
Solution: The given equations can be written as

AX =0
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el 3 -20 x¢

u é
@ "1 4y xg
gl 11 14 x@
Here the coefficient & augmented matrix are the same

0
0
0

o oE

el 3 -2g¢g
_é 0
A_gz 1 44
& -11 14y
RY R2R& RY R- §
e 3 29
u
D -7 8§
O -14 16
RY R-2R
@1 3 -2g

N
D -7 8y

€0 0 0y
Here rank of Ais 2 i.e
(A =2
So the system has infinite ndnivial solutions.

€& 3 -2g x g 0
u €& U_
DT By xg = O
€00 0 0Oy xe @ O
X +3%, -2% 6
-7X, 8% 6
X, = 8%,
-8
% 7Xs
Let x,- 8%, +
\x2:§/
as

\ x +350/ 95/ @
X18e7‘9

\x1+2_74/ 2/ 6

24
\ =2/ — |
% 7

10
\x = =
"t
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Hencex, = £)/ x2:§/ and X, =/
7 7
e 10
., 77
eX; @ é
& u_ é8,
€ u” e7
e H ey
e
e

Hence infinite solution as deferred upon valuég of

Example 4Discuss the consistency of

2x+3y -4z =2
Xx-y 8z 4
3X+2y -z =5

Solution:In the matrix form

&2 3 -4g xe @ -2
S u e u
& -1 35 ve g 4
B8 2 -1y zg g -5
Consider an Agumental matrix
@ 3 -4 2
[A:D]=g1 1 3 : 4
B8 2 -1: 5
1
R- R-5 R
3
R- R > R
2 3 -4: 2
.nl-é 5 .
[A.D]—go 5% 5 5
go ‘/2 5 -2
R- R- R
& 3 -4 2

[AD]=d0 % 5 : 5
¢ -

@ O



\ r(AD)=3
r(A)=2

\ r(AD), £A)

\ The system is inconsistent and it has no solution.
Example 5Discuss the consistency of

xX+y Rz 3

2x- 3y -z =3

X+2y 4z 4

Solution:In the matrix form,

8 1 2 gxe o3

0.é U
2 -3 1yye 3

el 2 1pyze g4

A X=
Now we join matrices A and D
Consider
(2;3 1 2 : 3
[AD] = @2 3 -1 : 3
gL 2 1 : 4

We reduce tdcchelon form

R- R
gl 2 1 : 4
[AD] =% 3 1: 3
g8 1 2 : 3
R- R-2R
R- R-3R
gl 2 1 : 4
[AD] =% 7 3 : 11
© 5 -1: -9
R- R-2 R

7
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22 1 4 8

[AD] = é& -7 -3 -11 ...
3008 8/ &
7 7 H

This is in Echelon form

\ r(AD) =3
r(A)=3
\ r (AD) = r(A) =Number of unknown

\ system s consist and has unique saiu

Step (2) :To find the solution we proceed as follows. At the end of the
row transformation the value of z is calculated then values of y and the
value of x in the last.

The matrix in e.g(1) in Echelon form can be written as

(‘?1 2 1gxé'3 2 4 ¢
u,e u €
D -7 3 yve g i

© 0 g7HzE § B
\  Expanding by R

\' z=1
\ expanding by K
-7y -3z =11
-7y 3(pH A1

-7y 8 =11

17y =W

y=2

expanding by R

X+2y +z 4

x+4 1 4

\ x=1

\' x=1,y 2z =

Example 6Examine for consistency and solve

5x+3y +z 4
3x+26y 2z €
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x+2y A0z €
Solution:

Step (1) :In the matrix form

&S 3 7 g xé g4

$ u .é_u

S 26 2y ve=y 5

& 2 10y zg g 6
A X= [

Consider

é,5 3 7 :4@ X(‘? g4
[A:D]:gj 26 2 93 yg AJU 5
& 2 10 : 5 z6 gy 6
1
R gRl
&l 35 75 : 45
[A:D]=g3 26 2 : 9
& 2 10 : 5
R,- R-3R
R;- R-7TR

& 35 75 : 45
[A:D]=g0 12y5 -115 : 385
@ -1¥5 5 : -35

Rs' R3+1_]:1R2
[A:D]:go 12% % : 3%

én 0 0 0
\  r (AD)=2
r(A)=2
\ r(AD)= fA) 2 3 Namberof unknown

The system is consistent and has infinitely many solutions.
Step (2) = To find the solution we proceed as follows:

Let
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z=k....[ k =paramet¢
\ Byexpanding R
12Y5¢- 11% =385
\  1ly-z=c:
_z+3
T
\ putz=k
_k+3
ETY
By exapandindR,

x+%6Y V52 Fs

718

\ =L =

11 11

\

Check Your Progress:

Solve the system of equations

i) 2t % 2% % 6

6x - 6%, 6% 2%, 3f

4% +3x, 8% 3%, 3

2% +2%x, -% * 1€

Ans :consistent

if) X=2, % A x =1lx

2% X B K 2

- % B X 2

x+2% % % 1

6X, +2X, ¥ * 5

Ans : Infinitely many solutions,
5

i) =k %X 3 4k, % Z:Ek,& —2k:5
3 XtX% B 4

2% +5x, -2% @

X+7% -I% 5

Ans : Inconsistent

v) X% % &
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X +2% -% 6
2x +%x, 8% 6
Ans: Trivial Solution.

V) X +2%x 8Bx ©

2x +4x, %, ©

3x +6x, 40x, €

Ans : Definitely many solution

N e/
eX, g2 é
é l:I: ej‘/
€2 u” &
€ H go

2.5LET US SUM UP

In this chaptewe have learn

X Using row echelon from finding Rank of matrix.

X Representing linear equation m x n in to argumented matrix.
X Consistency omatrix.

X Solution of Homogeneous equations.

X Solution of non homogeneous equations.

2.6 UNIT END EXERCISE

1) Reduce the following matrix in Echolon form & find its Rank.

& 36 -1pg
45 1Y

i) A=F€ U Ans:Rank=:
et 5 4 3u
€ u
é a
el 2 -1 3 g
é u
4 1 2 1<

ii) A=¢€ U Ans:Rank=:
e3 -1 1 2u
& 2 0 14
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3 g
0 ﬂ Ans : Rank=:
2 ¢
1
1

1

>
I

ii)

W BREE
= P DN

>
I
N

iv) Ans: Rank =

[eed e el ]

%\
[EY

2) Solve the following system of equations.
) X +X,+X;=3, X+2X,+3X,=4, X +4X,+9%, =6

Ans- x=2,y 4,z 6
i) 2% -% -% =0, X -% =0, 2x +x -3% =(
el
Ans: x =% =X F.. Yglt
g\

iif) 5x -3%, -7% +x, =10

-X, +2X, +6X%, - 3%, =-3

X +X,+4%,-5x,=0

iii) 2 +3x%,-2% =0
3% -% +3%, =0
X +5X, - % =0.
iv) X -4% -% =3
X +X,-2% =7
2% - 3%, +x, =10.
V) X -4% +7x, =8
33X +8X%,-2% =6
7% -8x, +26% =31

*kkkk
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3

LINEAR DEPENDANCE AN D
INDEPENDANCE

OF VECTORS

UNIT STRUCTURE

3.1 Objectives

3.2 Introduction

3.3 Definitions

3.4 The Inner Product

3.5 Eigen Values and Eigen Vectors
3.6 Summary

3.7 Unit End Exercise

3.1 Objectives

After going through this chapter you will able to

X Find linearly independent & linearly dependent vector.
Inner product of two vector

Find characteristic equation of matrix

Find the of characteristic equation i.e

Find the corresponding .Eigen vector to Eigen value.

X X X X

3.2 Introduction

In this chapter we are going to discuss linearly dependent &
independent also. Inner two vector using the characteristic equation of
matrix. We are going to evaluate .Eigen valu&i§en.vector of matrix A.

Vector = An set of n elements written as=[X, %, %, Xy,-.c.convn. X is
called a vector ofWimensions.

Note : Any two or column matrix is called as a vector and numbers are
called as scalars.

3.3 Definitions

Linearly Independent Vector
Let

Let X, %, e x be n vectors of someen
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Letcx, +CX, +.......... X,
Wherec,, ¢, ...... are scalar.
If(()c,=C, =rrrrnnen. t & the
XXy y e X, are linearly indepgeni
and (ii) if not all ¢ are zero theq x,, .......X
are linearly depende
If X0 X %, are linearly dependehth a relation exis

between them which can be found

Solved examples:

Example 1:Examine for linear dependence

x=(124", % £371p
Solution:We have,

o 3
o=@ §x =78

#u 1®
Let gx+cx =0

€ a 3% 0
ie. quﬁg 72:3)

#u & B

e + 3¢ g 0¢
- é U_ f
ie. & + T, F 0

gc + 10c, g O¢

\ ¢+3c, ¥

X+, =

4, + 1@, =C

Consider first two equations in matrix form.

el 3 g O
£ 7& 4 ot
A X =0
\ |A=7 6

[A=1
\ |Al,0
\ system has zero solutit
e. ¢=c, =(
\' X, X, are linearly independe
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Example 2:Examine for linear dependence.

x=(1 23 % £3 21 x 1 -6)F
Solution:
Step (1) We have

el o ¥ g 1
x=&p %= €4 =6
ey 1€ 4 -5

Let GX+CuX% *GX €
e o ¥ g

g, +c  5c Y O
\' ¢+3, € 6
T,- X, -6 *
X te - €

Step (ii) In matrix form,
€ 3 1o g0
@ -2 b5 6 (FO
0

c doe U
B 1 -5§ cé 4§
A X= 0
Consider
& 3 1 :0
[A0]=@2 3 6 : 0
8 1 -5:0
R- R-2R
R- R-3R
& 3 1 :0
[AO]=0 8 8 : 0
O -8 8:0
R- R- R
1
R--ghR
e 3 1:0
[A0]=0 1 1 : 0
O 00 :0

D
—

>
NS

N
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e (A)=2

\ e(AQ=e(A =2 <Number of unknow
\ system has non-zero solut

l.e. G, G, ¢ arenon ze

\ X, X,,X, are linearly depende

Step (iii):

To find relation between
Xl’ X2, X3
Let
c, =k
By expanding R
c,+ ¢ =
\' G =G
c= k
By expanding F
¢+ 3G +g £
c,- 3k +k €
c, =2
\oox X, tox, €
\' 2kx - kx, +kx, G
\' 2x - X, +%X, & isarelatiol

Check your progress:
1)  Show that the vectorsx =(1 1 1), %(1 2,8 .4 2 3)

are linearly independent
2) Are the following vectors linearly dependent? If so find the
relation

) x=(12 4),%x£2-1LB,xEO01)2,x(= 33
Ans : Dependent9x - 12x, 5%, 5%, C
M x=(2-133x {134)2% (35 3
Ans:- Dependent, - % -% =
i)y x=(111 Px, £123)4%x 2 39

Ans : Independent

3.4 THE INNER PRODUCT
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then<X,Y> denotes inner product
<X,Y > %Y %Y XY ... * X )isininner product of X and Y.

Let V be a vector space andY V then<X,Y> it said to be an inner
product if it satisfies following properties.

i) <X,Y>=0

i) <X,Y> = <Y X>

iii) <X, Y+Z> = <X,Y> + <X,Z>

iv) <X,a Y>= a<X,Y>wherea is scalar.
V) <X,Y> =0 if and only if X=0.

Example 3Show that< X,Y > %y 2%y 4 %Y
Satisfies all properties of inner product

Solution:< X,Y > %y 2%y 4%y

i) <X,)Y >x%Yy 2%y 4%y
=(0)" 2(x)" 4(x) 0
<X,Y >0

<X\Y >6(x) 2x) 4(xy C
x =0,x, 0,orx, 6

\ <X, X ®x 0

i) <X,Y >x%Yy 2%y 4%y
=X BY,X% 4YX%
=, X
ii) <X)Y #Z >xky 9+2x3¢ty 2 A Xy 2

=X ™z 2%y 2%z 4%y 4%
=XY BXY, 44Xy %7 2%z 4 %t
=X,Y > ¥XZ

iv) <X,aY > x(ay) 2%( x) 4% g
=axy, +&xY, +axy.

=a(xy, %Y, 4%y
—a XYy
Here all properties are satisfied
\ <X,Y is an inner product.
Check Your Progress:

Proveall the properties of an inner product for the following:
<X,)Y >¥xy 2bxy

<XY >8y %y Xy
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iii. <X,)Y >3y %Yy 4%y
v, <f.g > Wit).g(t).dt

3.5 Eigen Values And Eigen Vectors

Definition: -

Let A be a given square matrix.
Then there exists a scaldr and norzero vector X such that

Our aim is to find and x for given matrix A using equation (1)

/ is called as eigen value, latent roots of a matrix value, characteristic
value or root of a matrix A and x is called asesigyector or characteristic
vector etc.

X is a column matrix

Method of finding / and x :-

We have,
AX =/ X
\ AX-/ IX =0...[x =X, | unit matriy
\ (A7 1)X =0............. 2

Equation 2 is a set of homogenous equation and fozammx, we have

This equation is called the characteristic equation of
First we solve equation (3) to find eigen values or roots. Then we solve
eqguation (2) to find Eign vectors.

Let
o ag %
A:(?a2 b, ggandx:xzé
e b ¢y xg
equation(2) i.e.( A/ 1) x= 0 become
éa b G g 180 0 Ggx 20
; ; : £ ;
i@ b oG/ 0gl 0 gk £0
& b c @ 080 1 (g €0
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@-/ b o ex @ ¢
ega bo/ o yxg=§ g2
Ea b o/ gxe @ €
and equation (3)i.e] A- pc O
@-/ b q @
$a b-/ ¢ 0 -
€a b G-/ g
Note :
1) Equation (2) is called as matrix equation of A/in
2) Equation (3) is called as characteristic equation of A in

3) Usually given matrix A is of order 3X3 . Therefore it will have 3
eigen values and for every eigen value there will be corresponding eigen
vector which is a column matrix of order 3X1. There au8h column
matrices.

4) Eigen vectors are linearly independent.

5) Method of finding eigen values is same for any given matrix A.

Method of finding eigen vectors is slightly different and we study 3 types
of such problems.

Type (I) : When all eigen valuesre distinct and matrix A may be
symmetric or nonsymmetric.

Type (II) : When eigen values are repeated and A issyonmetric

Type (lll) : When eigen values are repeated and A is symmetric.

Solved examples-:
Type (1) : All roots are nonrepeated.
Example 4: Find eigen values and given vectors for

e -2 3
_e

A=g 1 1

gl 3 -1

Solution: Step(1) : Charactristic equation of Ah i s

A/ 1]=0

2-/ -2 3
ie.| 1 14 1]=C

1 3 -1/

\ /- (sum of diagonal elements of)A /*
(sum of minors of diagonal elemenfsA) / -|A|=0

VIA=2(19 2f 13 3 3+)
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= -84 +¢
A=

Characteristic equation is given by

\ /%-2F £ 45-9+ /K §

\ /3®-2F-5 /46 E€
since sum of coefficient
\ (7 -1) is afacto
Synthetic division:

\ (/- (rr- 19 €
V(1) (/739 19
\ / =1,-2,¢

\ The roots are non- repea

Step (ii) :- Now we find eigen vectors
Matrix equations is given by

(A-71)X @
&/ -2 3
o €
iegl 4 1
g1 3 -1

%8%%

[sej e el o]

Case():- When/ =1, matrix € becom

@123lee@
g 0 1yxg=Q

e 3 ZHX£ @

Solving first two rows

We have,
X - 2% 8% 6
x+x % G
\ ﬁ:i :)i
2 -2 2
\ ﬁ:é :Xé
101 1

8
=
B

Cramer 6s

rul e.
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el
\ X :gl
g1
Case (ii):--When/, = 2

Matrix equation is given by

e4 -2 3gxe G
é u é
¢ 3 lux Q
el 3 1gxe @
\ﬁ:&:x_?’
11 1 14
\X_:&:X_3
11 -1 14
e 11
_é
\ox =g d
614

Case (iii) :When / , = 8 matrix equation is given by
el 2 3 gxg¢ 20
é u. e
el -2 1 5%z 70

u
gl 3 -4pgxg Qo
\ﬁ:-x_zzx_3

4 -4 4
el
X X X A
\_1:_22_3 \ @4
1 1 4 % €
gl

Type () : - Repeated eigen values and A is nesymmetric.
Example5: Find eigen values and eigen vectors for
é,2 11
A=2 3 2
g8 3 4
Solution:
Step (1) : Characteristic equation of A inis
[A-71] ©
ie. /°9/°+(6+5 & /7
/39 /?°+15 F7 =(
since sum of co-efficients
\ (/ -1) is afactor
synthetic division
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11 -9 15 -3
1 -8 7
1 -8 7 0
\ /28 /+7
= (1) (1
\ /39/2+15 [7 <
VD)
/=711

Here two roots are repeated. First we find eigectors for norrepeated
root.

Step Il - Matrix equation of Ain/ is

(A-71)X @
e2- / 1 1 oxe g0
e u e U
62 3/ 2 5% 70
€3 3 4/ gxg HO

Case ()i For / =7
Matrix equation is
e5 1 1 gxe

g0

e Ue_u
62 -4 % T 0
2 go0

u
e3 3 -3¢
\ ﬁ:i :X_3

6 -12 18
VX X
1 2 3
el
_€.
\xl—éz
e

Case (i) - Let / =1
Matrix equation is
el 1 1ogxe g0

$ ueu

8 3 3| xf uo

By cramerso6s rule we get

X% X
0 0 0
€0
. e
|.e.é0
€0

But by definition we want nozero »
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So we proceed dsllows
Expandingby R
Xx+tx% % 6
Assume any element to be zero sgy and give any conventional value
say 1 toy and find x3
Let
x =0, x, 4
\ =1
e0
_é
\ X = é 1
g1
Case(iii) : - Let x=1
Again consider
X, X, X, &
Let x=0, x =l

g1
Type (iii) :- A is symmetric and eigen values are repeated
Example 6:Find eigen values and eigen vectors for .

e6 -2 2
_e
A=g2 3 %
g2 -1 3
Solution:
Step : Characteristic equations of Air/  is
[A-71] ©
€6- / 2 2 g
é u
é-2 3 -/ By 0
g 2 -1 34§
[A]=32

ie/%-12/7 {8 ¥4 1§ /-32
\ /%-12/ 86 /32 A
(/ -2) is afactol
Synthetic division-;
2 1 -12 36 -3
2 -20 32
1 -10 16 O
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/?-10/ 46
= 9/ 2
\ /2-12F 86 /32 (

(/7-2)(7-2)( /9 0

\ /=822

Step (ii) - Matrix equation is

S/ 2 2 gxe
é u.,é
é-2 3 -/ i3 b %
g 2 -1 3/ gxa
Case (i):-For/ =8
Matrix equation is given by
€2 2 2% 00
é u,é u_
e2 % FyXe T
€2 1 -5(xg §O
\ X=X X By cramers rul
12 6
Ko%K
2 -1 1
e2
_é
\Vox =gl
gl

Case (i) -Let / =2

Matrix equation is given by
é4 -2 2 axe o0
é u,é
é‘ 2 l '1 u X2é —0

a
€2 -1 1 p@xg HO
ExpandingR,
4x, - 2x, 2%, €
Letx, =0, x, =1
\' X, =1
&0
\' X, :gl
gl
Case (iii) - Let
/ =2

\ Ais symetric
\' X, X, ,X; are orthogon
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el
Let, x, = gm
gn
" X;, X5 are orthogone
\x! %, =0
\' 2lkm+n D.......... a
X,, X, are orthogona
\ X' % =0
\ ol+m x G........ (2
solving (1) and (2) by cramer's rt

Check your progress:

1) Find eigen values and eigen vectors for

&2 8 I
i) A=g1 4 4
g0 0 1

Ans - Eigen values are 0,1,2

é4 o 4 o 2
_e u - —
\x_équ2 _oé,% =1
g0 g -8 g O
e3 -1 1
(ii) A=g1 5 1
g1 -1 3
Ans Eigen valuesare 2,3 and
¢lg 1lée o 1
€ u 1€ U _
=gl g % =lgg = 2
el g leyg 1
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&2 2 3
(iii) A=g2 1 6

g1 -2 0
Ans : Eigen valuesare 5, -3,-

el o -2 o 3

_é, U _ € U _
x=e2 g % Tk g O

ely Og g 1
3.6 SUMMARY
In this chapter we have learn
X Linearly dependent & independent vector.
X Inner product of two vector i.e same as dot product 7 its properties.
X Characteristics equation & its root by using
A-71] B
X Eigen vector which is corresponding to Eigen value which we get
from |A- /1] ©
3.7UNIT END EXERCISE
1) Is the system of vectox, =(2,2,1] ,x, =(1,3,1) linear
by dependent?
2) Show that the vectors (1,2,3) (2,20) form a linearly
independent set.
3) Show that the following vector almearly dependent
& find the relation between them
=@ 11X fRLDx &0:
4) Prove the properties of an inner product.

<X,)Y >3y 4%Yy.
<X,)Y >8xy 3%y 4%y

5) Find Eigen value and Eigen vector for the following
matrix.
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A

CAYLEY 1T HAMILTON THEORY

UNIT STRUCTURE

4.1  Objective

4.2  Introduction

4.3  Cayleyi Hamilton Theorem
44  Similarity of Matrix

45  Characteristics Polynomial
4.6  Minimal Polynomial

4.7  Complex Matrices

4.8 LetUs Sum Up

4.9  Unit End Exercise

4.1 OBJECTIVE

After going through this chaptgou will able to
X Find by using Cayley Hamilton Theorem.

X Application of Cayley Hamilton Theorem.

X Find diagonal matrix on similar matrix.

X Characteristic Polynomial & Minimal Polynomial of matrix A.
X Derogatory & norderogatory matrix.

X Complex matrix likeHermitian, SkewHermitian unitary matrix.

4.2INTRODUCTION

In previous chapter we learn about Eigen values & Eigen Vector. How
here we are going to discuss Cayley Hamilton Theorigs&pplication
also we had study only Real matrix. We introduce here complex matrix
with type of complex matrix also minimal polynomial.

4.3 CAYLEY T HAMILTON THEOREM

Statement: Every square matrix satisfies its own characteristic equation.
If the chaacteristic Equation for thé'rorder square matrix A is

A- /1] £ '8l ar a T g, then
S)AY e AT e A2 )
(-)" (A aA" & a+
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Example 1:

Show that the given matrix A saiis$ its characteristic equation

e 11
_ é
A= é0 10
gL 1 2
Solution:

The characteristic equation of the matrix Ads /1| ©

2-/ 1 1
o 1-/ 0| =0
1 1 2/

\ (2-7)g1 -)(2 -y o-gX9 fo{1 ) A
\ (2-7)g2 3/ # gu+1 -) HC

\ 4-6/ F 2 /3¥/ -1 - (
\ -/ BF 7 /3+0
\ /-5 F % /3 0

By Cayley Hamilton theorem,
A-5A A 3l (6éééééééé. . (1)

Now, we have

2 1 1g28l1 1 & 4 4
2 _ € Un & R £
A_go1ouoé10_tpjgo
6 1 2plgl 2 ¢ 45
&2 1 1g564 4 g4 a3 13
s _ 6 Un & _Un €
A—201000é10—00 1 0
6 1 2p4g4 5 13 @43 14

\ A-5A2 ¥A 3l
84 13 13g 54 4 g2 B
_é b A6 S
=g0 1 o'L:Foél o+zog
€3 13 145 464 5 P1 B

N O =
w
S cxr g
O —= O
MR DD~ @
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d4 13 13g 54 4 g2 B 1 BV
_e e

=g0 1 0550é10+gogo-3§1§
g3 13 14y 464 5 Y1 B 2 ¢ 0@
84 13 13g 25 20 20 glde7 7 308
_é U £ Upn € U, 6
=g0 1 00025 0 +Uo§ 0-0033
&3 13 14| 26 20 25 7 &7 14 Oy0¢
&28 20 20g 28 20 20

_e u £
=0 8 00-028 0

e
€0 20 28( 26 20 28

\ A-5A ¥A 31 O

Thus the matrix A satisfies its characteristic equation.
Example 2:

CalculateA” by using Cayley Hamilton theorem.

3 6
Where A :g 5

Solution :

The characteristic equation of A is

A- /1] B
s-/ 6 g
&1 2-/ 0

(3-7)(2-) 6 ¢
6-2/ -3/ ¥/ 6- (
\ /?2-5/ B

By CayleyHamilton theorem,

A*-5A =0
i.e. A°=5A
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Now to calculate

A=A =R5A 5K
=5A" A’ =D5A°

=25A° A% =25A°
=125A° A* =125(%A).(3A
=31258° =3125(R
=1562%A

3 6
A’ =1562%3
2

_ 46875 93750
~ &15625 31250

M6875 93750
\ The value of A’ = &4

 &5625 31250
Example 3

By using Cayley Hamilton theorem find *

el -1 1
_é
A—é 14 1 2
g1 2 1
Solution:

The characteristics equation of A is

|A- 71 9

d-/ 4 1 g
é G
g1 14 2 .6

§1 2 1/ §
(1-/)31-2/ #/ 4’9:[+/1 ? {L 2+
/2-2 /13 3 /24 -/ B/3- -(
-/ 8F 3 /9-0
/-3 F 3 /9 C

By CayleyHamiltontheorem
A-3A 3A A O
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Multiply by A"

\ A’AT-3AX AT 3AAT HAY 0A’
\ A*-3A 3 9A' C

A‘lzég’SABl A 6. (1)
81 -1 1g1 -1 1 S @O0
,_ @ U £ 5
A_é-llzuglz ?@3
61 2 1918 2 1 P %6
el -1 1g 160 0 8 @O
e u e -
3A+3l -A 8 1-1 25341 0 u“og
61 2 1y OO0 1 @ F 6
83 -3 393200 8 @O
2 e u
3A+3l -A* £3- 3 6uog30 3)@3
63 6 3| 060 3 B %6
&3 -3 3
_é
=¢3 0 3
63 3 0

A'l=%g3A 8l A

1é3
é
_é_3
g3
1é1
é
~ed
gl

-3

= 0
3

-1

= 0
1
Check your progress:

1) Find the characteristic polynomial of the matrix.

e3 1 1
A= g 4 5 1 Verify CayleyHamilton theorem for this matrix.
g1 -1 3
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Hence findA?

1 e7 -2 3
Ans: At= —%1 4 1
20¢
&2 2 8
2) Use CayleyHamilton theorem to find inverse of the matrix.
el 1 3 1@24 8 12
A=gl 3 3 mm:§g1o 2 6
2 -4 4 g-2 2 2

3) Use CayleyHamilton theorem to find the inverse of

el 2 4 1@3 8 6
A:gi 0 3 NB:A4:727 14 7
63 1 -2 &1 5 2

4) Show that the following matricesatisfy their characteristics
equation

2 2 1 el 0 2
A=gl 31  A=0 21
gL 2 2 & 0 3
5) Using the characteristics equation show that inverse of the matrix
el 0 2
i) A=Q2 2 4
g0 0 2
e3 1 1
i) A=g41 5 1
g1 -1 3
é,2 -1 1
i)  A=g4 2 1
g1 -1 2
e3 1 -1
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4.4 SIMILARITY OF MATRIX

Two matrix A and B of order nxover F are said to be similar if
there exist a nesingular matrix P (invertible matrix) of order nxn such

that B= P *AP

This transformation of matrix A by a nesingular matrix P to B is
called a similarity transformation.

Diagonal matrix: If a square matriA of order n has linearly independent

eigen vectors then matrix P can be formed such FhaAP is diagonal
matrix i.e.

D=P'AP

Example 4:

Two similar matrices A and B have the same eign values.
Solutions:

Since A and B are similar, there existsan-singular matrixP such that
B=P'AP
Consider  [B- /1| 3P AP /|

B- /1| P*AP -/P*IH

=[P*(A -/ 1)P

:\P'1HA -/ 1|
=|A -/IHP'1HP|
=A < PR

\[B-/1] = |A -

Hence the characteristics equation of A and B are the same
\ A and B have same eigen values.

Example 5:

1
Show that A= 0

1
jl and B=
0

jhave same characteristics equations

but A andB not similar matrices.

Solutions:

1 1
Let A= and B =
0 0
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Characteristics equation of A is{A- / I| =9
-/ 1

:(1-/)2:/2 2 /¥ (s equation
0o 1-/

i.e.\

\ Characteristics equation of B is
B- /1| ©
-/ 0

i.e.
0o 1-/

‘:(:L-/)zzl2 2 /% C

\ Characteristics equation of A = Characteristics equation of B

Now we will show that A and B are nsimilar
SupposeA~ B

\ There exist norsingular matrix C such thatB =0 C*AC

_el o
LetC—g) 5
C :g; gg—, \Cis nonsingular as = [C| ,0
u
\ Cexists
@0
adj _&) 1
. el O
12 0 g
cl= — adi(C) ==& _ 2¢
[C]aj() 280 1 3& %
el O R
ClAC=€ 1 (L Leled

Hence A and B are not similar matrices.

e2 2 3
Example 6Let A= 22 1 -6  Find similarity to a diagonal matrix.
g1 2 0

Find the diagonal matrix.
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Ans: A

I
BOPR
o N O
0 O O

4.5 CHARACTERISTICS POLYNOMIAL

Solving the determinap- /1], a polynomial is obtained which
is called as a characteristics polynomial.

@,;2 -1 1
Fore.g. A= g 1 2 1
g1 -1 2

The characteristics polynomial is given by

@-/ 1 1
fA-71 =g 1- 2 /-1
g1 -1 2
=2 )2 ) 18H{2-) 1grrig 2 ).
=(2-/)gF 4 /3+g2+2 > kB* 3 4
=/ 6F 9 /4

™

4.6 MINIMAL POLYNOMI AL

Monic Polynomial: A Polynomial in/  in whichthe coefficient of the
highest power of is unity is called a monic polynomial.

For e.g. /°+2 / 8 ° 6 [Eis a monic polynomial of degree
polynomial.

If a polynomial f annihilates A thea f also f annihilates. A for
al R, therefore there exists a monic polynomial annihilating A.

If the characteristics roots of theharacteristics equation are
distinct then f { ) = 0 is called minimal equation.

If matrix of order 3x3 are havincharacteristics root 2,3,3 then,

(1-2)(19 6

Or (A- 2)(A -3) ©is the minimal equation.
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Hence the degree of the equation is 2 and less than the order of the
polynomial.

Derogatory Matrix: A nxn matrix is called derogatory if the degree of its
minimal polynomial is less than n.

Non-Derogatory Matrix: A nxn matrix is called nowlerogatory if the
degree of minimal polynomial is equal to n.

Properties of Minimal Polynomial:
(1)  There exists a uniquainimal polynomial of the matrix A.

(2) The minimal polynomial of A divides the characteristics
polynomial of A.

3) If / is the root of the minimal polynomial of A theh is also
characteristics of root of A.

(4) If the n characteristics afot of A are distinct then A is non
derogatory.

Example 7

Check whether the following matrix is derogatory or non derogatory also
find its minimal polynomial.

2 -2 3
i) A= gl 1 1
g 3 -1

Solution:

The characteristics polynomials of matrix A is

é,2- / 2 3
A-/1] =g 1 1 4 1

€1 3 -1
=/* {sumof diagonal element of) A& +
(sum of minor of diagonal element of /A | |

42 11 |2 o0 23
=/*[24 4 7 &+ + +1 g/l 4
1 1] |13 -1 |1 -1¢

ui1 3
\/*-2F 4 4 9-/( 9
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\ /®-2F 5 /6
\ (1 +2)( 1D 13

\ Thecharacteristics roots ar2, 1 and 3 which ardistinct.

Therefore matrix A isionderogatory.

@ 11
i) A= 2 3 2

g 3 4
Solution:

The characteristics polynomials of matrix A is

@-/ 1 1
A-71] =g 2 3 4 2
€3 3 4/

=/* {sumof diagonal element of) A +
(sum of minor of diagonal element of /A | |

2 1
343 2 2 [}
=/*[2 8 4 F dt + a2 3
3 3 2 U
3 3
=/® 9F [6 5+4+/7
=/ 9F ¥ /7
=(/ (/ y( /7
\ Thecharacteristics roots afe 1 and 7 which are ndistinct.
Thereforematrix A is derogatory
Example 8:

Show that the matrix As derogatory also find its minimal polynomial.

el -6 4
_ €
A= é0 4 2
g -6 3
Solution:

The characteristics polynomials of matrix A is
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a-/ 6 4
A- /1] =g 0 4 4 2
g0 -6 3/

=/% {sumof diagonal element of) A& +
(sum of minor of diagonal of matrix A- | |

1 -
g4 2| (1 1
=/*[14 3 F &+ + +[ /0
-6 4 |0 0 4y |

=/® 27 [® 3-4+/cC
=/° 27 +
=/(F 2 /B

=/ (19)( 13

\ Thecharacteristics roots ate 1 & 1 which are ndlistinct.

6
4 2
6

Therefore matrix A is derogatorgatrix.

But we know that characteristic root of A is root of minimal polynomial.
\ f(/):/( /1) 2/ .

Now check whether= f (/) .annihilated matrix A.
\ f(/)=A" A

é'l -6 4 ﬂlé' 6 4
AN=AA=20 4 2 ;024 2

@O -6 30 6 3

el -6 4
=204 2
O -6 3

e -6 4glé 6 4
A-A=% 424 2Y0%4s 2

e u e

© -6 3 0g 6 3
A2- A =0
\ f(A)=0

\  Theminimal of polynomial of Aisf (/)= F -
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& degree of polynomial is 2 which is less than 3
Hence matrix A is derogatory.

Example 9:

Find the minimal polynomial and show that it is derogatory matrix.

9}2 2 1
Where, A= 21 31
gL 2 2

Solution:

The characteristics polynomials of matrix A is
e2- / 2 1
A- /1] =g 1 3
g 1 2 2-/
2-7)d3 )2 y2¢d2 7 {2 %)
(2-/)gf 5 /6+2gd - - +:

= 43 BF 4-/2%/10- 8 3+
= /% AF 11 /5

= (1Y 19

\ Thecharacteristics roots of matrix A are 1, 1 and 5.

"' roots are
\ Thematrix A is derogatory.

But we know that characteristics root of A is also a root of its minimal
polynomial.

=\f(/) £/1( /9 ?46 -5

Now check whetherf (/) annihilated matrix A i.e.

f(A)=A B6A Bl Os...... (
& 12 6g |2 2 10
A-6A 51 £6 13 6Y61 3 0 1
6 12 7§ |1 2 00
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&7 12 6 g|12 12 5 0 (
=g 13 646 18 0 5
g 12 7/ 6 12 12 |0 O
\ f(A)=0
\ " The minimal of polynomial of Aisf (/)= f 6 /5
And degree of polynomial is 2 which is less than 3
\ Thematrix A is derogatory.

Check Your Progress:

(1) Show that the following matrices are derogatory and henceffend
minimal polynomial.

& 2 3

i A= 2 3 Ansi/2-3/2 6
£ 0 3
@2 1 -1

i) A= 3 2 Ansi/?- /0
£ 4 -3

(2) Check whether the following matrix is derogatory or on
derogatory also find the minimal polynomial.

el 3 0
(i) A= 2,3 2 1 Ans:Noni derogatory
0 -1 1
@2 10
(i) A= 20 2 0 Ans: Derogatory
0 0 2

4.7 COMPLEX MATRICES
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Z =x+iy is called a complex number, wheiesy/ 1and x,yi R and
Z = x -iy is called a conjugate of the complex number Z

Let A be a mxn matrix having complex numbers as its elements, then the
matrix is called a complex matrix.

Conjugate of aMatrix:

The matrix of order mxns obtained by replacing the elements by their
corresponding conjugate elements, is called conjugate of a matrix. It is

denoted byA

2-3 14 3
Fore.g.A=|
2+1 2 2 -
- |2+3 1+ 3
A= _
-2004 2 2

Properties of conjugate of matrix:

@ (A=A
(2) A+B =A B
3) (AB)=AB

Conjugate Transpose:

Transpose of theonjugate matrix A is called conjugate transpose. It is
denoted byA?.

1+i t 1
Fore.g. A= )
3 i+2 3 -

. . él- i 3
~ _[-1 | 1 é . _
A= . then A7 = | i 2

3 -i®2 3 2 5 _
g -3 -2

Properties of Transpose of Conjugate of a matrix:
@ (A)'=A

2) (A+B) =A B
(3 (AB) =PB.A"

Hermitian matrix:
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A square matrix A is called Hermitian matrix if A& i.e. A=A= ga,j 8

is Hermitianf a, =g, " iandj.

Example 10
é, 1 2-i 34
Show that the matrixA:gZ 4+ 3 i- is Hermitian
g3+ i 3
Solution:
é; 1 2-i 34
Here A:gz 4+ 3 i-
E3+i [ 3
(‘g 1 2+ 3+
A:g‘z - 3 i
g-i & 3
el 2-1 34
q — ; _
A =& +# 3 i
E3+i i 3
\ A=A

Henceby definition A is Hermitian matrix.

Skew Hermitian Matrix:

A Square matrix A such tha\’ = -Ais called a Skew Hermitian Matrix.
Le.if A=ga g is Skew Hermitian ifg; = g " iand].

Here g; = purely imaginary orre g, = 0.

Example 11:
e 2i 5+i 6 +

Show that the matrixA:g 5 i+ 0 i - is called a Skew Hermitian
g6 + i- O

Matrix.

Solution:

e 2 5+ 6+
HereA:gs i+ 0 i -
&6+ i- O
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é',--2| 54 6i-
A:gs - 0 i
64 i 0

é;-2| 5 i- 6-i
A‘7—25-i 0 [
g6-1 i 0

(‘g 2i 5+i 6 +
A7 = g 5 i+ 0 i
g6 + i- 0
\ Hence A =-/£
\ The matrix Ais Skew Hermitian Matrix.

Note:

Let A be a square matrix expressed as B+iC where B aateGermitian
and Skew Hermitian Matrices respectively.

A:g%(A +#) ’é"&%gA A %’:ic

B=2(A +) and C= (A -A)

Unitary Matrix:

A square matrix A is said to be unitary matrixAf A=1

Example 12:
. 1 el8d 2i-, . :
Show that the matrixA=——=g ) . is Unitary matrix.
J15&1- 2 3 i-
Solution:
13 2i-

Here A:ig _ i

Ji5g81-2 3 -
Aq :ié,-l -3 1 2

Ji58-2 4+ 3i-

_1e14d 2i-p28 10D
1581- 2 3 -7 &-i + 3i-

q
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_165 0 g 1e0 L
1580 154 0&1 |
\ AN =]

\ Hence A is UnitaryMatrix.

Example 13:
2+i 1 3-3

Express the matrixA=| i 14 2 i+ As the Hermitian Matrix and
1+i 3 5

Skew Hermitian Matrix.

Solution:
2+i 1 3-3
Let A=l i 14 2 i+. ()
1+i 3 5
2-i 1 348
A=| i 1 i+ 2 i
1-1i 3 5
2+i 1 1
A= 1 1+ 3...... a°
3+3 24 5

Adding | and Il we get

2+i 1 3-3 20+ i - 1i
A+ A i 10 2 i+ % 1i +
1+i 3 5 33 2i-5
4 1-i 4 -4
=i 4 2 i 1

4+4 + 1 10
4 1-i 4 -4

B:E(A A i1 20 01l
2 2l T
A+4 F 1 10
2+i 1 3-3 2i+ i - 1i
also (A-A") i1 20+l 1 10 +

1+i 3 5 3838 2i- 5
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=14 2 51
22 5i- 0
2 1+ 2 -2
1 1| . . ,
S(A- M) =)0k 2- 5 i|4..(V)
2 2

Now, A=B+iC
4 1-i 4 -4 ? 1i+ 2 i
A:Eiﬂ. 2 i]:}ll- 2 -5
2 . 2 .
4+4 + 1 10 2- - 5i- -0
Example 14:
. 11 i
Prove that the matrixA=—| .
J2-i A
Solution:
1 el i
LetA= 4
Géi 1
1 el i
Aq:_,
L& 4

Hence A is Unitary.
Check Your Progress:

(1)  Show that the following matrices are Skikermitian.

&2 2 -3 e 4 1+ 242
A=g2 4 6 (i) A=gi 4 i 5
63 6 0 £-2 5 3

(2) Show that the following matrices are Unitary matrices.
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(i)A:iel 1+i 0
J3d8-1 1

_1é+i 4 i+

_§§+1 14

(3) If A is Hermitian matrix, then show that iA is Skewermitian
matrix.

4 8LET US SUM UP

In this chapter we have learn

X Cayley Hamilton theorem & it application like Higher power of
matrix & Inverse of matrix.

X Minimal .polynomial & derogatory & nowerogatory matrix.

X Complex matrix.

X Hermitian matrix. i.eéA= A’

X Skew Hermitiammatrix. i.eA7 = -A

X Unitary matrix= AA7 = I.

4.9 UNIT END EXERCISE

1. Show that the givematrix A satisfies its characteristics equation.
el 2 -2
i) A=g1 3 0
g0 -2 1
e 4 3
i) A=0 1 1
g 2 -1
el 3 7
i)  A=g4 2 3
gL 2 1
2. Using Cayley Hermitian theorem find inverse of the matrix A.
e2 41 1
i) A=g41 2 &
g1 -1 2
el 1 3

iy A=S1 3 3
62 4 4
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: el 4
3. Calculate A° by Cayley Hamilton Theorem A= & 3
&2 2 3
4. LetA:gz 1 6 . Find a similarity transformation that
g1 -2 0
diagonalises matrix A.
e6 -2 2
5. Let A:g 2 3 1} Find matrix P such that is diagonal matrix
g2 -1 3
el 0 -1
6.  Diagonalise the matrigl 2 1
2 2 3
e4 1 0y
7. ForthematrbA=gl 4 1
O 1 4
Determine a matrix P such that is diagonal matrix.
8. If show that is Hermitian matrix.
9. Show thathe following matrix are skew Hermitian matrix.
ez -3 4
i) A=g3 3 5
g4 5 4
e O 1-i 243
_e -
1)) =é 114 O 6

10.  Show that the following matrix are unitary matrix

slvi 4 i+
i

)y A=g¢2 2
Qi 1i
8?2 2



77

B~ (B

iy  A=——

1
Ne

s 3 -

1
w
W

s
e
z

™

11. Prove that a real matrix is unitary if it is orthogonal.

12. Check whether the following matrix is derogatory or on
derogatory.

&2 2 3
i) A=g2 1 6
&1 2 0
e 0 -1
i) A=gl 2 1
£ 2 3
e 2 3
i)  A=g2 4 6
6B 6 9
2 0 1
iv) A:gOSO
g 0 2
e 1 3
V) A=gl 5 1
8 11
& 0 1
vip A= 2 0
g 0 5
2 21
vi)  A=gl 3 1
g 2 2
&-9 4 4
vii)  A=g 8 3 4
416 8 7
&3 10 5
x)  A=g2 3 4
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13. Show that the following matrix is derogatory also find minimal
polynomial.

&2 -2 2
, _é
i) A=gl 1 1
g 3 -1
&3 10 5
i) A=S2 3 4
63 5 7
&2 2 3
i)  A=g2 1 6
&1 2 0

*kkkk
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5

VECTOR CALCULAS

UNIT STRUCTURE

5.0 Objectives

5.1 Introduction

5.2  Vector differentiation
5.3  Vector operato®

5.3.1 Gradient

5.3.2 Geometric meaning of gradient
5.3.3 Divergence

5.3.4 Solenoidal function

5.3.5 Curl

5.3.6 Irrational field

5.4  Properties of gradient, divergence and curl
55 LetUs Sum Up
5.6  Unit End Exercise

5.00BJECTIVES

After going through this unit, you will be able to

1 Learn vector differentiation.
1 Operators, del, grad and curl.
1 Properties of operators

5.1 INTRODUCTION

Vector algebra deals witladdition, subtraction and multiplication of
vertex. In vector calculus we shall study differentiation of vectors

functions, gradient, divergence and curl.

Vector:

Vector is a physical quantity which required magnitude and direction both.

Unit Vector:
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Unit Vector is a vector which has magnitude 1. Unit vectors alorg co
ordinate axis aré& and F, 1€ respectively.

F=[iFe [ =1
Scalar Triple Vector:

Scalar triple product of three vectors is defined és(_t? _c) orgabec.
Geometrical meaning ofa b ¢ is volume of parallelepiped with cotter

minus edges, b andc.

We have,
gabc g: gca :ﬁ!cagb
@be g=- Rac g

Vector Triple Product:

Vector triple product ofa b and ¢ is cross product oé and (5 3 E:) i.e.

as (_b 33 or cross product 01(5 3 _b) andc
Vae (b o) kb {alp
(a2 B) ek b {b)
Remark : Vector triple product is not associativeganeral
ed as(b5d [(a §

Coplanar Vectors:
Three vectors a, b and ¢ are coplanar if ga_b_c = 0 for

4. ofe . off .

5.2 VECTORS DIFFERENTIATION

Let v be a vector function of a scalar t. et be the small increment in
a corresponding to the incremauitin t.

Then,
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W=V (t+ t-v(t)
W _V (t+pt) -v(t)
Ht |

Taking limit ut —»0 we get,

im WY = iy V(R0 VO
it -0 ut po p_
U T A Ul B 10
dt w-0 put no it

av _ oV (t+pt) -v(t)

dt w-o0 it

Formulas of vector differentiation:

0 3 = (k) =k kis a consia}
M9 ()=, I

(i) % (U.v)= %/ +_V%:
(iV)%(Us—):— 3% %: _

WwIf v= V1E+ V,j lF—vsk

av o_ v g dv, gy
Then, dt dt dt dt

Note:
if = xF+yjEzk thenr= 7| = X2 +y? +Z°
Example 1:

it F= (t+D) Fr(f +t-) Bt -t+) find%and%
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Solution:i
T= (t+ ) Fa(f +t-) Bt -t+)
%:E(zm),ﬁ(zt-; KE

2_r. ~ ~
— = F+2kE
dt? %
Example 2:
If T= acoswt+ b sinvwhere w is constant show that
T3 dar :w(_a 3_@ andﬂ =-WT
dt dt?
Solution: T
T = acos wt + b sin Wi---------- (
%: @ cos Wt + b Sin Wi------------ (ii)
dr — . ) —
\ T3 — =(acoswt+bsin 3( ~-aw sin wt wlros
o Yt ¥ wi
o _ _ - a3 a=0
= (a3b) W COS wt ( b‘3)a wsin wt & _ _ _
@ b3 b=0
_ _ e b3 a=0¢
= (‘a3 b) W cOs wt +(_a 3)) wsin wt & o
e =@ by
= (‘a 3_b) wg cds wt + sfwt g
= (a 3_b) w( 9)
= W(Ta 3_b)
Again differentiatingeq( i i ) w. r.t. 6t 0
d’T _ .- - .
pro -awcos wt - b W sin w
= W (‘acosvvt;bsin\)/
= -wAr from (i)
Example 3.Evaluate the following:
. d o = . d é& da da
)—=@8 b T i —= &
)dt & ) dt
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N— —

. . d
Solution: 7 i) —= b ¢
) dt &

= (g
AP ICERERS-
= 3 gebi* % -8: ge‘;__:’ 3- g(_br)c%_f
= ga_bd—f‘g g_—_b_c§+_‘ %_ta
Solution: T i) %: gé i‘:‘ ?
 da dag, _e_da da g d& dad

— = ~+ c— —— -b_r —
o ae V& % a2 Y w€a o

oood oy .=
Example 4.Evaluate the followmg.a— ga3 t) 37C

dt
= (as _) 5 dC +E(—a 3 3¢
dt dt
- dc & do da - 6
=(as3 3 - 453 3I— +— 3ps 2
(2> 9 dt &7 dt a2
T dc & .db 6 ada -.6
=(a3 b 33— +4Hoa 33— 3c + =
(a9 =g =2 0 ey W
., dE
- dE dt - T
Example 5. Show thatk3 " = z , Where E = i
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Example 6 If T = i + g2f iz
c ot

Solution:

o))
)
L.

L.H.S.

I
~—*
w

r3

2[5

,_|
.
.

T30}

. Then show thatT 3

1-O: O
2|5
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Example 7.1f T =a & +bé". Show that O(;TZ =T

Solution:
T =28 +DE" e, (i)
dr =mad -mbd"
dt
2_
9T omad +mbe
dt
=nt (a@ + bé)
=nfT (fro(i))
T,
_= r
dt?

Check your progress:

@ 1f T=Ei+(36-¢) j+(7t+} B Find dr d7
dt’ dt’
- = = dr T dT oil§
3) I T=thk tjF(st- k Find -, g i
©) (st-3 k Find ‘g e ‘df
d’r p
@If T=¢ i+(2cos 3 jH 7sin ;BIE Fmdd—att >
_ da _ _da . . .
(5) Show that: a gt —aa where a=gi+ g j+gk and a is

magnitude ofa.
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5.3 VECTOR OPERATOR

The vector differential operatd is defined a® = ’F—ﬂ + E—; k E .
HX

N

5.3.1 Gradient:

The gradient of a scalar function is denoted by gfadr Bf and is

defined asbf :F—“ jE“f k E" Note that gradf is a vector
HX ) z

guantity.
5.3.2 Geometric meaning of gradient:

The grad 7 is a vector right angled to the surface, whose equation is
f (x,y, 2) =c where cis constant.

Hence fort =xi +yj +zk any point on surface Bf .dr=C(

i.e. Bf at is right angles tadt and dr lies onthe tangent plane to the
surface atP().

\ Bf A~dr

Geometricallybf represents a vector normal to the surfac(ax, Y, z) =
constant.

Example 8:Find gradf , wheref =x* y* &

R

+jE—}r+k K xzf’é)

H

Solution: gradf =

N |rr|(

O ?BI'T'NO

T =

et
=E(2xy3ez) + jFB)@ ) k( é
= X y°& (Zy'-:r+3x15- xyk) E

Example 9:If T ZXE ¥ E zk find grad r

Solution:
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T=XE|-ijZkl

r=Jyx® +y +7

Grad r :;E£+1E—u+k—éug/x2+f+f

¢ KX u ZH =

Sy il x>+ y* + +jE“W +kEW
kX U

=F = 2X g1 ! +kE = !
2x2+y2+zz( )+ x2+f+f(” 2 R+y+72
roror

:xlikyj@k E

r
\ gradr:L

Example 10:If T =xF 2| E 2k find grad 1
r
Solution:

T:XE+ijZk E

r:»\/x2 +y +27

\ P=xX+yY +7

or = ox
X
L 2x 2oy 2z
2x r 2y r2r r
1 _8p_ . gH , EHOAL ¢
grad = = F—+jEr+k-E";
r S ow s S
=u &l 8, .pu 184 § gul &
w &2 %zur &
_g&-1 po, Ak rip, ga -r
S S o — ek B
& o 2 Jéer_z 2 F oz
SIS P g MR
r- e KX ) YHU
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Example 11:If f 2x’y y°zfind gradf at (1,-1, 2)

Solution:
grad f :ggiﬂlé_}:uk_gingy-m)
E& (2x3y-yzz)+ jE—}:l(ziy-ﬁ ) +k—55( 2§<yyzz)

:E(zey) + j%Zx?’ -Zyj +k(E§)
:E6x2y+ j'FZx3 -2y% -k %

At (1,-1, and 2)

gradf =6()(-9 i+i(4¥ -4 AP B X
:6i+j(2+49-b:_?

=6i+6j- k

Example 12: Evaluate graé” , where 1> = x? +y? #

Solution : Grad (e’E) = i‘g
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Example 13: Find grad r"

Solution: grad r" =D r"

:££+Jﬂ+k£u8“

C X T M zps

=gt r”+1E—“rn +k-EHp
kX 3 z
:Enrnl

= Enr2x + jE\ P2y +k
=n I‘"Z(x'ii-+ ij zk) E
=nr’r

Example 14: Find grad log (x2 +y° 422)

Solution:

P 2

grad log (x2 +y° +22) =grad log ¥ =grad (2log r) = 2 gra(l r)

(log )+ jEX “(Iog )+ K Ep(log r)(

= 2?§}H+Jé’_p+k}é_ru8
C r px ru r zZu-=

:zgglx F—1‘y+k1|¥8
crr rr rr =+
= % ?@(E+yjé'l/+z kO%
r o rr -
_2r
NG
da.T 9
Example 15: Show that gradaerT 5
c -

T =ri+yj+zk
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Solution: let
a=gi+g j+a k
\ aT=3 x+a y+a

M MBA X+a y+a 2

S ow ¥ r :

da x+a y+a z98
ge r" Q

" - + + At
a-(a x+g y+ra) '

r2n

=]

a-(ax+g y+al it

2n

r

1+ O: O: O: O

S

a-(a x+a y+a) ix "¢

r2n

offg D0 0§ GBS OB G B

similarly

1
e

W =

4(a, x+a y+a § ©
o (0]
G r +
"a,-(a x+3 y+a g nyr

r2n

I
T

4(a, x+a y+a ¥ 0
r" -

o?’ ”O&l

-(a x+g y+a g nZ?

r.2n

-aD: Ot

—
«Q
-~
Q
o
7y
|
1-O:On

r" (a1 F+ g an; I)? a x+a y+a)z n't?r( iwxijsz)E

r.2n
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_ar n(and) _
- r2n B 2 r
_a n(am .
- T n+2

Check your progress:

W17 = xFryjFzkandt = | 7|
Show that:

T

a)grad(log r) = 7

bygrad? = 31

c)grad f(1) = f (1)

= | =l

(2)If f =4xX°yz + 3xyZ - 5xy.

Find gradf at (3, 2,-1)

(3)Show thatgrad F = -31° 7

@If F(x,y,2 = X +y +ZFind BF at (1, 1, 1)

(5) Show that Bf (r) 37 & whereT = xF+ yj Ezk
(6) Find unit vector normal to the surfasé +y* #°> 3a° at (a, a, a)

[Hint :- Unit vector normal to surfack i.e. E)—f]

P
5.3.1Divergence:

Ifv(x,y, z)= vlF—F Vv, j Ev3 k can be defined and differentiated at each

point (X, y, z) in a region of space then divergence of v is defined as
divv=b.Vv
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_dg . EH _EHO

= ] +K . ity |+
ggfux ” zu_(y v ‘!')
_H +_ +_'§

oY) /

Example 16If F = (x2 yz) = 2xyj'::+( Y -ZXQ k find F

Solution: divF =D . F

& B £
QE$+JE;+k EE_{()% -ﬁ)l 2§y1+(y‘5 ZX))!(

:i(;- ¥) +Ta 2x) FZIW 2x)

=2x 2x+0
= 4x

Example 17Show that div T =3whereT = -+ Vi Ez K

Solution: div T

= .F

=év£+ 'El+k—E“q. xi +f+ 2
TR zug( b2
=Hiy+ t +_$‘

Ly Y

=k 1+1

=3

Example 18 For T = -+ Vi Ez k show that div (r” T) =(+3) f
wherer =|T|
Solution: L.H.S. div(r” T) =b .(l“ r)

'-:ru+JEu+k Eu P(X|+);T:+zl)E E
¢ KX 14 zp?2

:&(P ><)+—y1 F))+—ZSIF 3

=F rxntt B +yrrt P+ o0y et
(3 +xn Bay(p ey e o)1 et
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=3 +nrf'lge)£ +y_p+ +Z_r“
¢ KX U Zp
=3F + n'f‘lge>e).(+ yx + £ g-
cr r r =
=3F + nt! (x2+y2 +22)
r
2
=3P + it =
]
=3f + nt
=(3+9 1
=R.HS.

Example 19Evaluatediv (SwhereT = xE+ Yij fz K
T

Solution: We have E =
;

xE+ijzk E
r
\ div (B
= bk
_AEp, gH,, EMOAXFryFzk €
Fu IR LeE 8
_Max 9 pyd om & 0
Uxf;aef_ ! r(;‘e Zur ge 9
ur v pr
r(l) -X — r(1) y I‘(l) K
= > 9,4 + 5 uy_'_ : Uz
r r r
ax o y
r-X o r-yX r-z=
= E!\EF 9.|_ yl’+ I
r2 r2 r2
r2 - x2 r2 _yz 2 -2
= 3 + 3 + r3

12 - X242 - Y2412 - 22

r.3

3 - (X +y+ D)
= .
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Example 20 If F=x y* Z Find div (gd F)
Solution: grad F
=bF
ag B = O
= ££+1E—u +k£ub()(2 y f)
¢ KX W ZHY -
=2xyZ F+3y¢7 B 4aXy2 kE
\ div (grad F)

= a.(z@f&sﬂf E 4% § 7 yE

_ M Lt +_

= (2v7) M“(3;Z X %) 2&14@ )
= 2xy’Z +6XyZ +12%xYy Z

Example 21 Find the value of div(a 3 T) " where @ is a constant
vector andF = xF+y j Fz k

Solution: div (a3 T) r°

R
-af Eh (e 0y €2 () ]
-af g (a2

¢ w0
=aEga3 F {2 r.)n?lég
=5F as If mxr?(a 5) 0
=g n?(xH(a> ) o fas) Eo
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=nr"?*(a 7)) T & a Bi =r
=nr"?ga *7) T g
=nr"?(0)

5.3.4 Solenoidal Function: A vector functionF is called Solenoidal if
div F = 0 at all points of the function.

5.3.5 Curl: The curl of a vector point functioF is defined as curl
F= DFif EF+EjFRk.

- curlF= D 3F

a = .
- hiE+ BH e EX Fi+Fj+F
S m 0 {4 )
F jEK|E
TR TR
X p oz
F kK R
- 2 ~ o ~ .29 F 6
:Eaﬁ_@ O%_ﬁ_ﬁ- O+k a:p_lu
FATYR ) TR E‘?uy ue

The curl of the linear velocity of any particle of rigid bodyeigual to
twice the angular velocity of body.

Le. if w= W1E+ W, j l;:—\/\/3k be the angular velocity of any particle of the

body with position vector defined as= X+ Vj Fzk then linear velocity
V=w?3T

Hencecurl Vv = B 3

=D 3 (w °7)
F jEKI|E
=D 3w, w, w,
X y z
=p 3 gE(sz- ,Y) -j%wlz wx) kB y w,)



E j E k E

_p 3 M o u
MX 12 zy

W,oZ -W.Y WX -W,Z WY -W,

\ curlv=2w

5.3.6lrrotational field:

A vector point functionF is calledirrotational if F= Oat all points of the
function.

Example 22Find curl (curlF) If F = yE-Z X ZjEZ yzlat(1,0,2)

Solution: Curl F

F JE k|E
e
X on oz
X%y -2xy 2y

= (2z +2)B+( 2z %) KE

\ curl curl (F)=b 3g22+2)<i+0j( -27 §>)IE{Z}
F jE «k E
JUR u

X oM ozy
2z +2x 0 -2z-%X

Egﬁ(- 2z -¥) 0o gjg—&‘ 2z- %)- —(%z 2y

Ky p

< euxw o
=Ho)- 1E2x 2) K
= (2x+2) §

At (1,0, 2)

4 Egﬁ(o) —M“(Zz+ 2x) ‘g
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(curl F) = [2@) + ?E
-
Example 23 Find curl V if V = (x2 +yz) l:;+(y"+2>§ j(éf +x;) k

Solution: curl V

= P 3V
E iE K
- MK _H _H
X " zp

X*+yz y* wx 77 %

T
=ESX-X) -6 -y)+ k(£ 2
-0

Example 24 Evaluate curlr where if T = -+ yj B 2k

Solution: Curl T
j E k E
M

NN|

Example 25 Evaluate cur

O o
28 o
=
>0
0]
=
D
=
=l
1]

X
T
+

=.
JTe¢
N
~

Solution:

- 4T §
F= gz 0



O
o]

[}

aE & X& BEZ, gD
\ curl =p 3 Y iEZK EOQ
?59 rc SR 9
F jEK|E
- | K
o M ZH
X y z
R
_E‘?MéZQU yéragg HzZ & f@x @
=Fe— o 5 &L
gy & Zp & Fz 0
LECGH Ay B u X8 @89
H .
e ST
_ES2z 2r 2y 2r @ N
& 2y P 2z Y
= e- 27 2y 2 @
e I A +
grr r *rH
:Eé,ﬁZyz- 2yz @ J.EZ&X - 27X +|8 E2XY8 -2Xy EJ
?geaei,rs g _ae—grs +—rf;€_ U
=0F+0jFok E
=0

Example 25If F = ><2yE+ XZ] & 2yzk find div (curlF)

Solution: curl F

F jE k|E
- | _H
X u oz
X’y xz 2y
:Eeﬁ 2yz _Hixz gjé— 2y) — (%
Gy (29— U9 g, 3“(;1%
= e U U @
+ka— (x2)-— (% 3 g
e (9 M( %H

div (curl F)



Example 271f F =grad( xy +yz+ z¥,find (curlF).

Solution: F =grad( xy +yz+ zX

= D(xy +yz +z)

= gi£ %——u+kE—“ﬁxy+yz+z>)
W ZHy

e KX
=E£ (xy +yz +zx) + jE—;( Xy +yz +zX +k_zlil Xy ¥Z +2X)
—Ey+z j(EX+Z +k'::y/ +3)
\ (curl F)
E jE k[
S
o oMz
y+z X+z X+
:Eé'ﬁx+y - Hix+2 g—jé— x+y — (y+ £
Gy V) U g, 9z§ Fi
= e U M [4]
+keg— (x+2 -— (y+
o 073 VT
= Hi-9) -jf1-3 +k(R-)
:0’|:—+0jE-OkE
=0

5.4 PROPERTIES OF GRADIENT, DIVERGENCE A ND
CURL
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oq) —EH L EM . ENG.
() B (f °g) =Fgt +jE4k EMJt g
g :

=EE (t °q) °jEF(r ¢ +kEHt ¢

px( g) °i 14( 9 25( g
ag E =1 0 a .
oM j B s EH2e _gPB_
Ex Ty zp 2 Efzgﬁijygu 29
=B °g-D

\ B.(A °B)
= p.gA B)F (A, B)jHA+B )k £
:&(Al °|§1)+—}:1(A2 2)+_25(A3 B°)
=) e =l (A) S HA) e (B) +— (B) +— (8)
=bA ° B
(ii) Let
D :(A B)
E jE kA
ST .
X U zp
A°B, A, B, A, B
- afh (A, B) HA, B
=4F L (A B
a HX_( _)
_ s E.AA B D
arEy w?
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Check Your Progress:
W1t A=AF+rAjFak, T=xF+yjFzKkEvaluae div (A3 T)

(2) Prove that

div 527 8 —1(1 +2 log )
c r =T
(3 For T=x F—+ Yi Ez k ) show that the vectodiv %% is both

¢
solenoidal and irrotational.

(4) Prove thatdiv (a.T) a :|_‘J|5l2

(5)Forf=xF+yjFz kshowthatE).(E)“) =n(n 4 f?

(6) show that the vectoF = yzE+ zxj E xyk solenoidal.

7 I A:(ax+3y+4j'§|+(x-2y+$z '12—{ x+HR-2z)k s
solenoidal find value of a.

(7) Find the direction derivative of a scalar field =x*y zat (4,-1, 2)
in the direction of (3, 2, 1).

[Hint : - direction derivative of (x,y, 2 alonga is=a.gradf ]

5.4 PROPERTIES OF GRADIENT, DIVERGENCE AND
CURL

= : ds : gié
1) If S represents displacement vectear? represents velocity an e

represents acceleration.

2) ForED =FH jEH o H
dt X

M Zl
grad f= DF
grad F= B F
curl F = B 3F

3) grad F and curF are vector quantities.

4) div F is scalar quantity.
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5.5 LET US SUM UP

In this chapter we have learn

Differentiation of vectors.

Partial derivative of vectors.

The vector differential Operator DelEY)
Divergence of a vector function.

Curl of a vector.

Properties of divergence, gradient & curl.

X X X X X X

5.6 UNIT END EXERCISE

1) If A=x%i 2xzj %k, B=3zi ®yj 2Xk
2
Find the valuel— (A3 B)G 41,0,1)
by M
31

2) If r=xi ¥ zk prove tha%
¢

— I.

-1
R3

-QdOe

whereR =|r|
3) Find the unit normal vector to the surface at the point(1,0,1).

4) Find the directional derivative ofx,y,z)=xy* 4z the point
(1-1,1) in the direction of (31,1)

5) If f=3x?y xyj 3y°zk find div F curl F.

6) Show that the vectorf=(x 8y)i (¥ 32)] (Xx+22)k is
solenoid.

7) Show that the vectdr=(3xy)i €x® 2yz®)j (32° 2y2z)k is
irrotational.

8) Show that div r =3
wherer =xi ¥i zk

9) Show that for any vector F
Div (Curl F)=0

10) If a=4gi +ai #kand r=xi ¥ zk
Find Curl (r x a)

*kkkx
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6

DIFFERENTIAL EQUATI ONS

UNIT STRUCTURE

6.1 Objective
6.2 Introduction
6.3  Differential Equation

6.4  Formation of differential equation
6.5 Let Us Sum Up
6.6  Unit End Exercise

6.1 OBJECTIVE

After going through this chapter you will able to
i Define differential equation
ii. Order & degree of differential
equation
iii. Formulate the differential equation

6.2INTRODUCTION

We have alread{earneddifferential equation inXIIth . Hence we
are going to discuss differential equation in brief. In this chapter we
discuss only formulation of differential equation.

6.3 DIFFERENTIAL EQU ATION

Definition: -

An equation involving independent and dependent variables and the
differential coefficients or differtials is called a differential equation.

dy _

e

x=independent variab

eg. 1

y= depedent variabl

2
2 d_)zl + Zﬂ +y:0
dx dx
3 d’y +y=0

dx"
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These are all examples of differential equations.

The differential equation is said tme ordinary if it contains only one
independent variable. All the examples of above are of ordinary
differential equations.

Order and Degree of a Differential Equations:

(i) Order: -

The order of the differential equations is the order of the highestaird
derivatives present in the function or equation.

If y =f (x) is a function, then

%’ is the first order derivative,
X

d’y _ dady
dx?  dx&dx

2
e.gl) ﬂ+2dy Wy 6

is the second order derivative

Order =
di
2)E=Ri+L —
dt

Order =1

Degree:

The degree of differential equation is tegree of the highest ordered
derivative in the equation when it is made free from radicals and fractions

e.g

d2
1 d_)()2/+k2y =9

order = 2, degree = 1

d2y 5 &dy ko)
2 o ©
39& 9
Order =2, degree =1
ady 9 1
3 y=
&ix 8 *dy
dx

Order=1, degree=2

4 : ’ dy
dx

\ ad’y _é
gaed% 9 89& 9

Cubing both sides
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Squarlng both sides
ad> B _ady i

\ ae— 0= B (
Order-2, degree2

Solved examples

Example 1Find the order and degree of the following

& 3 2~%
ady 9¢
ray ol
) e—@ ¢ ~d
- 2
d7y
d
Solution

Squaring both sides
ad?y
\ ezae—
e 9; %
\ order:2 degree 2

3 d
ge—xq, OESIH(XY) =

Y

I-O Ol

i
) |
|

ii) i?
dxy
Solution:
o 3y 3~
ae—adxs 0 x & 9% % singy) €
\  Order =4, degreél.:
iii) y= x&\(
dx

dx
Solution:
Od 6
Vv &Y x 5
Y ax g%éx 0

\  Order =1, degree=2
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2 Y
a Cg-y() e dya
-X 5 2561
% 0 %
°dy2c”> & C@z
Vvt ey Y o) 2 25g1
(;;dX+ e @

\ Order =1, degree=2

Check your progress:
2
o ML
M X 2%
Ans : order =2, degree=1
o 43, 4 7
2) aae_d)g 8%5 dy +4 —ge ag-)gy+e"
e £ P aXg df
Ans : order=3, degree=7
3 4
3 () ly) =
Ans : order=2, degree=3
4) y“+% 4
Ans : order=2, degree=2
5)  yi={1 w7
Ans : order=2, degree=2
-2
yx gy xy)

Ans : order =1, degree=3

6.4 FORMATION OF DIF FERENTIAL EQUATION

Formation of differential equation involves elimination of arbitrary
consonants, in the relation of the variables.

Consider
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y=axX - - - - - - -k
Where y= independent variable
X = dependent variable
Differertiating equation (1) with respect to x

we have %:Zax - - - - - -(2

X
From equation (1) we have

-y

-2
X
Put value of a in equation (2), we have

dy
dx X
2y

o

dx X
\ x& 2y
dx
\ x(gX 2y O
dx

This is the required differential equation

Note:-

To eliminate two arbitrary constants, three equations are required. To
eliminate three arbitrary constants, four equations are required.

In gereral to eliminate n arbitraryonstants. (n+1) equations are required.
In other words elimination of n arbitrargonsonants will bring us to
differential equation of t order.

Solved Examples:
Example 2:Form the differential equations if/ = ¢ cosx +c, Sinx

Solution: We have
Y= €1 COS X + © SiNX ------------- 1)

This equation contains two arbitrary constatitgerefore we shall require
three equations to eliminatg and cp .

Differentiating equatiorl) with respect to x

dy
\ — =-¢ coxX +C, COX
dx G G
Again differentiate with respect to x
d’y .
\ — =-G COX-C, Sirx

dx?
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2
% =- (g cox +¢ six
2
\ %z-y - - - - - [fremeq-—(1}
d’y
v Y hy=g
a7

This is the required differential equation.

Example 3Form the differential equation from
X= a sin (wt+c) where a and c are arbitrary constants.
Solution: We have,
X=a sin (wt+c)-------- (1

Differentiate equation (1) with respect
\ % = + acos (cot+c)On

dx

\ C = +aw @os(cot+c

Again differentiating w.r.t. "'

2
d—z(: -a wsin( cot+§ w
dt
2
%: W gasin( cot+}
2
\ % = WX......[using equation]
d?x
\ F"‘WZX &3]

This is the required differential equation

Example 4: From the diferential equation if y=log ¢9
Solution:

y=log@@) - - - - - - - - @)
Differentiate equation (1) with respectto x .
o1
dx Ax
dy 1
dx  x

\x(gzt
dx

This is the required differential equation.
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Example 50btain the differential equation for the equation Y=c%+ ¢
Solution we have,

y=cx #¢ - - - - - - -()
Differentiate equation (1) with repect to x

\d—y:c

dx
Put value of ¢ in equation (1)

o 2;-
\' y=x (SX dy :
dx ¢dx -
This is the required differential equation.
Example 6 0btain the differential equation for the relation
\ y=a@ B e*Wherea,b are constar
Solution we have,
\ y=al® Be"0 (1)

Here the number of arbitrary constants is two
Hence we shall require three equations to
Eliminate and b. So we differentiate the given equations twice.

\ Vooa® 8 @0 oo @

\ d——4aCl§X ® &0 - (3

From equation (1) (2) & (3) elimination of a & b gives directly

y 1 N
ﬂ 2 Z
dx
d’y
dx?
In the determinant
1st coumn is LHS

Column 2nd column 2nd column contains coefficieat&@*
Expanding the determinant

2nd column contains coefficients bfa™

(1813 (o 4 S¥(a 3 -

J oy
\eysdY $Y
y dx dx
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2
\ d—¥-5 (SIX +6y 6
dx dx

This is the required differential equation.

Example 7:Find the differential equation of all circles
touchingy axis at the origin and centers o@axis
Solution:

Y -axis
A
< > X -axis
(a, 0)
v
The equation of such a circle is
(x-a)° #* &
i.e. X*-2ax #H ¥ &
\ X +y? 2ax G - - - - - -(D

Where a is the only arbitrary contents
Differentiate equation (1) with respect to x We have

2x+2y$~/ 2a O
dx

x> +y® -2x y

0O %Q:Jo
2fe

- gD
o

X?+y? 2x* 2xy =20
dx

o
<

x> +y? 2xy gé 0
X
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\ 2xy&/ ¥ V0
dx

Which is the require differential equation.

Check Your Progress:

1) Form the differential equation of all circles of radius a.

Ans. é]."‘ o u=a &

2) Obtain the differential equation whose general solution is given by
y =€ ( Acosx +Bsin )

d’y dy
Ans —-2— Ry 6
o “ax Y
3) Find the differential equation whose general solution is given by

Yy=GE g™ € &

d’y y ~dy
2 8Y g9Y 6, ¢
ax “dx “ax

4) Obtain thedifferential equations for the following:

i) y=A & B é&
dy

Ans ™ 5% 6y O

ii) s=¢g€ +¢ &

ANs d_s is 25 6
dt* dt
iii) y = Acos 2t+ B sin z
2
Ans 3Z+4y 0
iv) y=ax +b¥
d2y SY
Ans X? 4x o)
da dx oy
V) x= Acos(nt &
2
Ams d zy +n’x D
dt
Vi Y=A Bx €x
d’y _
Soln =0
ax

Vii Y =sinX +c



Soln

Viii
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dy_
dx

y=(q %,X¢€
d’y.
e 2% y+ 0

COSX

6.5 LET US SUM UP

In this chapter we have learn

X

X

X

dy

Equation in ternﬁ(lj— of is called differential equation.

X

Degree & order oflifferential equation.
Formation of differential equation while removing arbitrary

constant kes A&B,&C.

6.6

UNIT END EXERCISE

1)

Vil.
Viii.

Find the order 7 degree of Differential equation given below

Formulate the differential equation
Y = A +Blogx
X = asin(w++c)
Y =c*(Acosx+ Bsinx
Y = emcos'lx
Y =ax + bx
Y =cx+2¢ + C
X?+Y? = 2ax
Y? = 4ax
e +Ce =1
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Y = ACos2x+BSin2

kkkkk

v

SOLUTION OF  DIFFEREN TIAL
EQUATION

UNIT STRUCTURE

7.1  Objectives

7.2  Introduction

7.3  Solution of Differential equation

7.4  Solution of Differential Equation of first order and first degree
7.5 LetUs Sum Up

7.6 Unit End Exercise

7.10BJECTIVES

After going through this chapter you will able to

X Find general & particular solution of differential equations.

X Classification of differential equation.

X Apply particular methodfirst find the solution of differential
equation.

7.2 INTRODUCTION

We have already formed differential equation in previous chapter.
Here we are going to find solutiaf differential equation with different
method. It is very useful in different field.

7.3 SOLUTION OF DIFFERENTIAL EQUATION

General Solutions:

The general Solution of a differential equation is the most general
relation between the dependent and the independent variable occurring in
the equation which satisfies the given differential equation.

Particular Solutions:-
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Any particular solution that safies the given equation is called a
particular solution e.g.
dy _
dx
\  dy=5dx
Integrating both sides we get
\ ffly=50dg eeonstan
Y=5x+C
This is called as general solution
Suppose C=7 is given
Then particular solution is given by putting of ¢ in the general solution
\ y=5x+7
Check Point:-
1) Find the general solution and particular solution of the differential
equation
dy _

—=xWheny =4 atx =
dx

Solution:  y= X% +C

yﬂ% #

Differential equations of first order and of First Degree *
An equation of the form,

men Y =
dx

Where OMO6 and ONO6 are funcraledns of X a
differential equation of first order and first degree.
This equation can also be written as

Mdx+ Ndy ©

7.4 SOLUTION OF DIFFERENTIAL EQUATION OF
FIRST ORDER AND FIRST DEGREE

There are many methods that can be used to solve the differential
eguations. Important one among those are listed below.

1) Variable seperable form.
2) Equations reducible to variable seperable form.

3) Homogeneous equations.

4) Exact differential equ#ons.

5) linear differential equations.

6) Equations reducible to Iinear di ffere

differential equation)
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7) Methods of substitution.
We will explain all these methods one by one in detail.

7.4.1Variable Separable form:

Working Rule

1) Consider the differential equation Mdx+ Ndy=0

2) If possible rearrange the terms and get f(x) dx +g(y).dy=0

3) Integrate and write constant of integration in suitable form, usually
C.

4)  Simplify if possible.

Solved Examples:
Example 1: Solve (3X tany)C"izix (Fl é) Set ydy (

Solution: (3X tany)C"izix (Fl é) Set ydy (
- throughout b)( 1-@ Oap weg

a3e’ § seby
+ o= - - - -1
gi-ex @x tany % )

This is in variable separable form
\ Integrate equation (1), we get

r“'gllgdﬁ %y® constar

\ -Sﬁe%l ©x +§l§§—yy dyO ¢
\ -3Iog(é :D Hog tary dog
\ Iog(eX -:I)_3 Hog tary dog
\ Iog(e‘ -])'3 xtany = logc

\ tany _ c

(e-1)
.~ Removing log both side
\ tany=c><(eX -1)3
This is the general solution of a given differential equation.

Example 2 Solve Xc'%y #1 X+ Y+ X
x dx
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Solution %% #l_xgr yz(-l x2)

L Q= (o by

d
zx d_)):: \/(1+x 2)x \/@+ y 2)
\ (1zy2)Xdy: X (L7 ) % dx ===
This is in variable separable form
\ Integrate equation (1)

\ :_ZLX(%Z 1+y? ﬁ%‘xgi @+x2)%+&

1+y? = T(1+x2) 2 +c

JLeyP= S ()

This is in required general solution.

Example 3 Solve  (1+x) %Y 1+ 22
X

Solution: Thegivenequation is

Vo) ¥ (2 1)

dx
\ 1 xdy= 1 x dx
(Ze‘y ]) x+1
Vi
\ e—><—1><dy: 1 x dx
e’ (2><e‘y-1) x+1
2-¢ x 4

Vi
\ 0= @x - dy
x+1 2-¢
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VL ax £ ao0 = - @
x+1 e ?

This is in variableseparable form,
Integrate equation (1), we get

ﬁ)(%lc"aix +(—§e_y—2) dy =log ¢
\ log(x +1) JIog(ey 2) logc
\ log§ x+1) (@ey 2) @ lege
\ (x+1) (@V 2) C

This is the required general solution.

Example 4 Solve 3e* tan yGdx (kl éL) set y dyo

given y:% when x=0

Solution: The given equation is
3e* tan yQdx (Fl ét) set y dyO

- through out b)( 1+@ Otay

e . seby .
\' — @x =—= dyo = - - - - @
1+¢ X tany w @

This is in variable separable form,
Integrate equation (1) we get

~ 3 sgby | .

\ d dyO log=
Mg @ gy W09
e sgéy .

3log(1+€*) #og tany=log
\ log(1+€&)” +log tany=log
\ |¢gg1+é)3 Gary £ Hog
\ (1+€) Qany =c-meees @

This is the required general solution
To final particular solution:

put y=,OA at x=0 in equation -------- (
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\ (1)’ Gan B e
\ c=8
Put value of ¢ in equation (2)
\ (1 +ex)3 tany €
This is a particular solution
dy _ x (2log x +1J)

Example 5Solve — =—
dx sin y+ ycos\)

Solution: The given equation is
dy _ x(2logx+1)
dx siny+ ycosy
\ (siny +ycosy) @ >2logx L+dx O - - {
This is in variable separable form
Integrate equation (1), we get
f{siny+ycosy) @y =fj2logx )+dx Cconstan

\ fpinydy +yfEoSy dy 2 x3fpx dx  xdx
. g . X ¥ X o
- co siny <€o xS B X Jc
Sy ty siny Y ?g Q2x 2 3 2 U
ysiny= X logx -X % ¢«
\ ysiny =X logx +
This is required general solution

Check Your Progress:
1) solve:

Y_ogv 2 o
dx

3
e+l @«
3
2) solve: gé/- X
¢
ans (1- ay)(x +a sy

3) solve: Iogd— =ax +hy
dx

o) q, dy
dx 2 y% dx

4) solve: XCOSX COsy+ siny? 1
X

ans  Xxsinx+cosx -logcog €
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5) solve: Seé Xdan y 6x seé y tartx dy ¢
ans tanxQany =
6) solve: Y _ oo
dx
1.,
ans E@ ¥ & ¢

7.4.2Equations Reducible to variable separable forms:

Sometimes we come acrosifferential equations which cannot be
converted into variable separable form by mere rearrangement of its terms.

These differential equation can be suitable substitution
Solved Ekamples:

Example 6: solve: (x- y)2 % &

Solution: we have  (x- y)* % & - ----®

Substitute xy=t
Differentiating with respect to x, we get

dy _dt
dx dx
, dy_,
dx dx

Using equation (1) we have

C dx =
2
L
dx t
2
y Aoy &
dx t
\ E:tz-az
dx t?
t2
\ @t e

This is invariable separable form
Integrating we get

2
Ffix= tj%? @t cendan:

12- a2 +4a? .

\ x= R at e
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a> .
\ x:ﬁit+ja|—2(® c
at- a o
\ x=t+a" O— |
¥ g &
at-a @
\ x—t+ () ¢
Hra ¢
t=x-y
a. ax-y -a
\ xxy+ dng
g§'y
—340 ax y -a o&
Sy O

This is the required general solution

- O: Ot
Q

Example 7: Solveg—y =cog(x #)
X

Solution:We have %/=Cos(x ) - - - - - (¢}
X

Put X+y =

Differentiating above with respect to x, we get

\ 1+$/ :ﬂ:
dx dx

dy _dt
dx dx
Using equation (1)
\ E-1 zod

dx
\ E =1 +od

dx
1

1+ cod

\

@t

1
\ ———dt =dx
t
2cos /2
This is invariable separable form,
Integrating we get

1 .
A dt =d cengan
IECO§V2 R
1 .. .
= t —
\ 5 Pped /2 dd x=c
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\ z &i t@lyz X =C

\ tany2 =X €
t=x+y

X €

-0

This is the required general solution,

Example 8: Solve  (4x+y)* ?5 1
y

Solution: Thegivenequation is%:(4x ) - - - @

Put(4x+y) =

Differentiating above with respect to x

\ 4+$/ :d—t
dx dx
, dy_dt
dx dx
Using equation (1), we have
at. 4 +?
dx
\ E:t2 4
dx
Vot ex
t°+4

This is in variable separable form
Integrating weget,

.1
\ n[2—+4(dt —dﬁ congan

\ @an 855 9x: C
t=x+y
\ %Ghn‘lge)%/ SX: c

\ tan‘lgae)(;—y 8;2( € wherec ¢

This is the required general solution

Example 9: Solvex+y) % w 0
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Solution:
(¢ & wo= - --- @
dx
Put x+y =
Differentiating with respect to x, we get
\ l+ﬂ :ﬂ
dx dx
\ ﬂ :E
dx dx

Using equation (1), we have

\ té%ﬁ 1 Jt+x -0
(01004 -

E-l X- t
dx t
\ dt o, X
dx t
, dt_x
dx t

xdx= tdt
This is in variable separable form
Integrating we get,
fidx=tqfgrconstan
X2
2
\ x* =t* £
t=x+y
\ X =(x %) 2
\ x*=x* 2xy ¥ 26
\ 2xy+y® =2

tz
=— €
2

\ y* +2xy = where¢

This is the required general solution

Example 10: Solve ae;cosz @Ix S}X
¢x X = ¢y

Solution

Icgbz
il

The equation is, aycosl/
B %%

O
<
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Substitute =v

X <

\ y=vx
Differentiating above with respect to x, we get

\ v-b(—&

dx
But the above equatlon can be written as

\ YosY X s cod 89/ C
X X ¢ X X =dx

al 3 d s
\ v cosv Gsiv - €0y v@x —4\1 @)
-ﬁ O C dx !

¢
By rearranging the terms, we have

1. sinv+v cosy

\ = @x =—dv

vsinv
. +

\ _@ sinv VCOS/d 0

X vsinv

This is in variable separable form
Integrating we get,

1. sipv+vcosy | .
\ A dx —Hr—— dvO cordan
I’; vsinv

\ logx+log( vsiny =c
lpg( xC&rsiny)  Hoge
xv@inv=c

v=Y

X

\ xé(sinX
X X

\ ysin y =C
X

This is the required general solution

Check Your Progress:
Solve the following

1) ﬂ+e% =Y Ans : log cx%
dx X

2) %Heyy g'e?/ygé
¢

g8

X
y

) 0 Ans: x+yg @
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7.4.3Homogeneous Equations

A differential equation Mdx+Ndy=0 is said to be homogeneous if M & N
are homogeneous functions of x and y of same degree

Working Rule:
1) Check whether differential equation is homogenous in x and y
2) Express%/ in terms of x and y
X
3) Put y—vx
4 \ =V —G\f
dx

5) Separate x anyl variables and get F(ex)dx+ g(v) dv=0
6) Solve by integration

7)  Put v=_ and simplify
X
Solved examples:
(X +y)axexy & o
2 ..
Solution: We have (X +y2)dx 2xy @y O

Here M and N are homogeneous expressions in x and y of the second
degree

\ 2xy("dy=-(x2 yz)dx
\ 2xy@F-(x2 yz)dx

d axi+y* 0
=5 - - - - W

Example 11: Solve

dx c Xy =
put y=vx
\ dy =V X 9&
dx dx
Using equation 1 we have
dv X +V¥
V+ X—

dx -2x X
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dv X2(1+V2)
\ vdx— =—2_*
dx -2v &
2
\ x@ :1+2V 1
dx -V
dv 1+3/7
\' x— =
dx -V
\ 2V Qv édx
1+3V X

This is in variable separable form
Integrating above expression we have

1. 6v . 1.
\ = @v= X eonstan
3”I+3v2 ;“

\ -%Iog(1+3v?) =logx Hogec

\ -%Iog(1+3\?):log(cx)
\ Iog(1+3\f) = 3logcx)

\ log(1+3v) = 3lodex)”

1

\ 1+3V =
e

\ x®+3xy* %« where k=l—3
C

This is the required general solution

Example 2: Solve  y*+ X @f Xy dy
dx dx
Solution
The given equation is y>+ X @f Xy ﬂ’
dx dx
dy
\ y? =X ﬂ e —2
y Y dx dx
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dy _ ¥
=7 - - - - o 1
dx xy- X @
This is a homogeneous equation
Put y:vx
v % if
dx

Using equation (1),we have

\ v+x%J

dx xO/x xOx

\ v+x;$; )@(v— )

dx (v-1)
vV lay 2 oax

\V X

3 1 O 1
V42§ =d
% \V +V X X

This is in variable separable form
Integrating we get,

% 1
\ vlogv=logx+logc
\ v=logv+logx+logc

1, .
—njx {constan
X

'I'@_Ol

\  v=log( vxc)

=Y
X
\ X:Iog Q cC
X ek
\ X:Iogcy
X
\ y=xlogcy

This is the required general solution
Example 13: solve (x3 + y3) dx 3xy dy O

Solution:
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(x3+y3)dx 3xy @ O
This is a homogenous equation
(x3+ y3) dx 3xy o

dy x*+y°
\ =2 =
dx Xy
Put Yy = VX

C- - @

\ dy =v ﬂd_v
dx dx
Using equation 1 we have

dv X+ VX%
\ V+X—

dx 3xOF X
X (1)
YV Tavee
ECT
dx 3V
dx 3V

o
<

\
1- 27 X

This is in variable separable form
Integrating we have
1 4 6/
2 -1

\ -%mg(z\ﬁ 1) tegx loge
\ Iog(2v3-:l) = 2logcx)
log(27 - 1) Hog(cx)”

dvO —iﬁjx congan

—

1
\ (2v3-1) _c:2x2
Put v=X
X
3
y 1
\ 22--1
x3 c?x?
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\ 2y -x® %xwhere k=
C
This is the required general solution

Example 14:solve %(tanz- yset gx +x sée? dy
¢ X X = X

Solution
The given equation is
gbxtanz- ysedy gx +x séc? dy
C X X = X
y y
seé¢ 2 - x tant
\ ﬂ = Y X X
X xseé Y
X
y
tan=
\Q:X_X - - - - @)
dx X geg¥
X
This is a homogeneous equation
Put y = vx
\ dy =V X i
dx
Using equation 1 we have
\ oy & &/ tanv
seév
e
dx seév
\ seCv @v 1 dx
tanv X
\ seCv @v A dx Q@
tanv X

This is in variable separable form
Integrating we get,

\ ~secv (d +—jﬁ>< congan
anzv

\ log tanv + log x =log
\ lpg (tanvOx) =log
\ x@nv=c
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Putv=Z
X

\ xdand =c¢
X

This is the required general solution
Check Your Progress:
1) solve the following

i) xdy- ydx 5/ X ¥ d
ans y+wfx2 +° X
i) ox+y @t gy ydx 0
¢ y =
X
ans y=csec-
y

i) y>+ X @f )@5/@
dx dx

ans cy= gk

iv) (xz- yz) dx =2 xydy
ans x(x2- 3y2) =

V) xﬂ: y /¥ &

dx
&
e 2
ans y=c @¥

Vi) (x+y) % Xy

ans -y> 2xy ¥

7.4.4Exact Differential Equation

Definition: -
The equation Mdx+Ndy0 is said to be an exact differential equation if
and only it.
Mdx+ Ndy=du
Where u is some function of x and y
e.g. xdy+ydx=0 is exact
" U=xy
Where
xdy+ydy = du
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Necessary and sufficient condition :

The necessary and sufficient condition that the equatidr+Ndy=0 is
exact is.

M _ M
Hy X
Rules for the General solutien:
If the equation Mdx+Ndy=0 is exact then its general solution is given by

Where
(2) In first integral with respect to x, treat y as constant
(i) In second integral do not take the terms containing x i.e. take only

those terms of N which are free from x. If no such term is available then
second integrals may not be considered.

(i) cis arbitrary constant of Integration.

Solved Examples:
Exampk15:Solve

Solution The given equation is:

Hence differential equation (1) is exact
Its solution is given by



